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ABSTRACT

Even as ride-hailing has become ubiquitous in most urban areas, its impacts on individual travel
are still unclear. This includes limited knowledge of demand characteristics (especially for
pooled rides), travel modes being substituted, types of activities being accessed, as well as
possible trip induction effects. The current study contributes to this knowledge gap by
investigating ride-hailing experience, frequency, and trip characteristics through two multi-
dimensional models estimated using data from the Dallas-Fort Worth Metropolitan Area. Ride-
hailing adoption and usage are modeled as functions of unobserved lifestyle stochastic latent
constructs, observed transportation-related choices, and sociodemographic variables. The results
point to low residential location density and people’s privacy concerns as the main deterrents to
pooled ride-hailing adoption, with non-Hispanic Whites being more privacy sensitive than
individuals of other ethnicities. Further, our results suggest a need for policies that discourage the
substitution of short-distance “walkable” trips by ride-hailing, and a need for low cost and well-
integrated multi-modal systems to avoid substitution of transit trips by this mode.

Keywords: Ride-hailing, pooling, travel behavior, market adoption and use of disruptive mobility
services, psycho-social latent variables, GHDM model.



1. INTRODUCTION

Ride-hailing services have experienced a rapid growth in the past few years and are currently
operating in hundreds of cities around the world. In 2018, the two largest ride-hailing companies
served together more than 45 million trips per day (Schlobach and Retzer, 2018), and the overall
penetration rate of this service reached 9% of the global market (Statista, 2019).! Despite the
considerable traction that ride-hailing is continually gaining in many urban areas, it is still
unclear whether such services bring benefits or drawbacks to urban transportation. For example,
on the positive side, pooled ride-hailing services have the potential to increase vehicle
occupancy, while still offering convenience to its users.? This could result in an increase in
vehicle occupancy and a reduction of vehicle miles traveled (VMT) in cities with current
predominance of drive alone trips. Ride-hailing may also serve as an accessibility enhancer for
those who cannot drive or do not own vehicles (see, for example, Leistner and Steiner, 2017 and
Lavieri et al., 2018a). On the other hand, the convenience of hailing a ride through a smartphone
app may reduce transit ridership and active travel or induce the generation of new trips that
would not be undertaken otherwise, and consequently increase motorized travel (Rayle et al.,
2016).

A decisive evaluation of ride-hailing effects on the behavior of travelers is still far from
being achieved as the service and market are dynamically changing. More companies continue to
join the market adopting different marketing, fare, and service strategies to attract customers, and
the general population is still gaining familiarity with the service. It is no surprise then that the
past years have seen multiple, even if limited, efforts in the literature focused on shedding light
to the ride-hailing phenomenon, as discussed in the next section.

1.1 Ride-Hailing Adoption, Use and Impacts on Travel Behavior

The scarcity of publicly available data on ride-hailing is among the main reasons for the
currently limited research on travel behavior considerations associated with ride-hailing. In
particular, although ride-hailing companies collect user information and detailed trip
characteristics, such data are usually not publicly released due to privacy concerns and
proprietary value. Thus, the majority of the studies on ride-hailing demand rely on specialized
user surveys (Rayle et al., 2016; Leistner and Steiner, 2017), online surveys (Smith, 2016;
Clewlow and Mishra, 2017; Alemi et al., 2018a; Alemi et al., 2018b; Hampshire et al., 2018), the
limited information available in large-scale household travel surveys (Dias et al., 2017; Lavieri et
al., 2017), or aggregate time series data of transportation related characteristics (Li et al., 2017;
Ward et al., 2018). Just recently, some studies have examined ride-hailing considerations and

! Ride-hailing refers to ride services provided by a loose collection of drivers to the wider public through a
smartphone application.

2 Ride-hailing services can be hired in a pooled mode, in which the user accepts to share a ride with strangers in
exchange for a cheaper fare.



impacts based on big data (Kooti et al., 2017), or data from ride-hailing companies (Gerte et al.,
2018; Komanduri et al., 2018; Lavieri et al., 2018a; Zheng et al., 2018), but these data sets have
limited to no user information.

The aforementioned diversity of data sources has led to the use of a variety of analytic
frameworks to investigate ride-hailing behavior and its impacts. Many earlier survey-based ride-
hailing studies have been of an exploratory nature, relying on descriptive statistics, though a
handful of studies have developed individual-level ordered-response models to examine ride-
hailing frequency (see Dias et al., 2017 and Alemi et al., 2018a), and Lavieri et al. (2017)
incorporated the binary choice representing ride-hailing experience as one of multiple travel
behavior dimensions within a stochastic latent constructs approach. The earlier non-survey ride-
hailing studies that do not have data at the individual user level have typically aggregated trip-
level information to spatial units, and appended demographic information on the spatial units
from Census data, to relate aggregate demand to spatial-level demographics. Examples of such
studies include Gerte et al. (2018) and Lavieri et al. (2018a), with the former using a random
effects linear panel model to evaluate the variation in generation of ride-hailing trips per taxi
zone within a 49-week period and the latter using a spatially lagged bivariate count model to
examine the average number of ride-hailing trips generated per traffic analysis zone on week and
weekend days. In related non-survey studies, Li et al. (2017) and Ward et al. (2018) utilized a
“difference in differences” regression to model aggregate time series data of transportation
related variables, including vehicle ownership, miles traveled and congestion levels before and
after ride-hailing services penetrated the market.

The many earlier studies listed above have provided important insights regarding
individual-level and trip-level ride-hailing behavior. In terms of individual-level behavior, and
notwithstanding the differences in the types of data and analysis techniques used in earlier
studies, some common themes have emerged. For example, the adoption of ride-hailing seems to
be more prevalent among young adults (18-30 years old) who live in urban areas, have a college
education, and are in medium-to-high income segments (Smith, 2016; Clewlow and Mishra,
2017; Dias et al., 2017; Kooti et al., 2017). Kooti et al. (2017) further observed that, although
older individuals use ride-hailing services less frequently than their younger counterparts, older
individuals tend to make longer ride-hailing trips and choose services that are more expensive.
Additionally, some studies have noted that the majority of ride-hailing users own personal
vehicles (Smith, 2016; Dias et al., 2017), but vehicle ownership is lower among frequent users
(Smith, 2016, Alemi et al., 2018a).

With regard to trip-level ride-hailing behavior, the few studies that have collected
information on trip purpose have identified that social and recreational trips are the most
common purposes for ride-hailing (Rayle et al., 2016; Hampshire et al., 2018). In terms of travel
modes from which ride-hailing draws patronage, earlier studies have indicated that ride-hailing




often substitutes for taxi trips. The ease of payment, the ease to call, the lower cost, and the
shorter wait times are frequently cited by individuals as reasons to use ride-hailing relative to
taxis. However, even if to a lesser degree, ride-hailing also draws away from public transit trips,
active mode trips (that is, trips made by bicycling and walking), and solo-driving trips, at least as
reported by survey respondents (Rayle et al., 2016; Alemi et al., 2018b; Alemi et al., 2018c;
Zheng et al., 2018). Shorter travel times are identified as the primary reason to prefer ride-hailing
over public transit and active modes, while limited parking at the destination and avoiding
driving while intoxicated are the typical reasons provided for preferring ride-hailing over driving
a private car. There also is some evidence of newly generated ride-hailing trips that would not
have been made otherwise. In particular, two studies from California (U.S.), one focusing on San
Francisco (see Rayle et al., 2016) and the other covering multiple metropolitan areas (see Alemi
et al., 2018b), found that about 8.0% of users would not have made their most recent ride-hailing
trip if this mode were not available.

Aggregate analyses comparing gasoline consumption, VMT, and traffic congestion
before and after ride-hailing market penetration in U.S cities have not identified any overall
increase in vehicle usage per-capita; on the contrary, they have observed a slight decrease (Li et
al., 2017; Ward et al., 2018). Ward et al. (2018) also observed a decrease in per-capita vehicle
registration rates over the past few years, coinciding with the period of substantial ride-hailing
use increase. Still, localized effects of increase in congestion, especially due to empty ride-
hailing cars (only with drivers), were observed in dense activity centers such as downtown
Manhattan, NY (Schaller, 2017). Such differences in results suggest that impacts of ride-hailing
on urban travel may be heterogeneous depending on built environment and population
characteristics.

The overview above indicates that earlier studies have contributed to our understanding
of ride-hailing demand, yet the overall knowledge base about ride-hailing behavior and impacts
is still limited in many ways. First, people’s propensity to choose pooled ride-hailing services has
received relatively little attention, and possible positive or negative externalities associated with
its adoption have not been sufficiently examined. Second, there has been little discussion
directed to the examination of different uses of ride-hailing services and their associated
implications. Third, from an analytic standpoint, there is a need for more multivariate analyses
that simultaneously control for the effects of multiple variables, including lifestyle-related users’
characteristics and perceptions. Fourth, it is likely that the effects of ride-hailing in transit-rich
cities (the case of most areas investigated by existing studies) and other cities with high levels of
car dominance differ. Thus, research efforts in multiple cities and regions are important. Finally,
as ride-hailing continues to expand rapidly with more companies joining the market (adopting
different marketing, fare, and service strategies to attract customers), and the general population



gains more familiarity with the service, it is important that ride-hailing investigations be
undertaken over time.

1.2 The Current Study

The current study contributes to the gaps identified earlier by modeling ride-hailing experience,
frequency, and trip characteristics in the Dallas-Fort Worth-Arlington Metropolitan Area (DFW)
of Texas, U.S. We develop two multi-dimensional models of ride-hailing behavior, one at an
individual-level and the second at a trip-level. In the first individual-level model, we propose a
close look into the characteristics of current users and non-users of ride-hailing and pooled ride-
hailing services by jointly modeling ride-hailing experience and frequency as functions of
unobserved lifestyle stochastic latent constructs, observed transportation-related choices, and
sociodemographic variables. In the second trip-level model, four nominal dimensions of the
individual’s last ride-hailing trip are modeled simultaneously: trip purpose, time-of-day,
companionship, and mode substituted. In combination, the results from the two multivariate
models developed in this paper allow the identification of behavioral differences regarding ride-
hailing use across population segments with varying lifecycle and lifestyle conditions, and
contribute to the discussion of four important issues: (1) people’s acceptance and use of pooled
rides; (2) the use of ride-hailing as an accessibility versus a convenience mobility tool; (3) the
relationship of this mode with transit and active travel; (4) and the potential latent demand and
trip induction generated by this service.

The data used in the study is drawn from an online survey, developed and administered
by the authors in the fall of 2017, of commuters in the Dallas Fort Worth (DFW) metro area.
DFW is the largest metropolitan area in Texas in terms of population and the fourth largest in the
U.S. It has more than 7.4 million inhabitants and is the fastest growing metropolitan area in the
country (U.S. Census Bureau, 2018a). In contrast to the majority of cities investigated in
previous studies (such as San Francisco by Rayle et al., 2016; Boston, Chicago, New York, San
Francisco, Los Angeles, and Washington, D.C by Clewlow and Mishra, 2017; New York by
Gerte et al., 2018; and Seattle by Dias et al., 2017 and Lavieri et al., 2017), DFW is a car-
dominated urban area where more than 81% of commute trips are undertaken using the drive
alone mode and another 10% are pursued by a private vehicle car even if not alone. Public transit
accounts for only 2% of the overall commute mode share (U.S. Census Bureau, 2018Db).
Additionally, while the national average for zero-vehicle households is 9.0%, the DFW average
is 5.0% (U.S. Census Bureau, 2018c). Overall, considering that there may be differences in the
way ride-hailing may be incorporated within people’s travel plans when in a car-dominated
environment relative to a multimodal environment, the current study brings a new perspective to
the ride-hailing literature.




The remainder of this paper is organized as follows. The next section contains a detailed
description of the analytic framework and data, including the description of the conceptual and
methodological aspects of the models. Section 3 and 4 describe the results of the individual-level
experience and frequency model, and the trip-level characteristics model, respectively. Policy
implications are discussed with the conclusions in the final section.

2. DATA AND ANALYTIC FRAMEWORK

2.1 Survey

The data used for the analysis was obtained through a web-based survey. The distribution was
achieved through mailing lists held by multiple entities (local transportation planning
organizations, universities, private transportation sector companies, non-profit organizations, and
online social media), yielding a final clean convenience sample of 1,607 respondents. To focus
on individuals with commute travel, the survey was confined to individuals who had their
primary work place outside their homes.® Respondents were presented with the definition of ride-
hailing as “Ride-hailing services use websites and mobile apps to pair passengers with drivers
who provide passengers with transportation in the driver's non-commercial vehicle. Examples
are Uber and Lyft.”, and then were asked if they had ever used this type of service. The sub-
sample that answered positively was further presented with a definition of pooled ride-hailing
(“In the carpooling option of ride-sourcing, additional passengers with similar routes get picked
and dropped off in the middle of the customer's ride. Customers receive discounted rates when
they choose this option”) and asked about the use of such a pooled ride-hailing service. Based on
the responses to these questions, and as applicable, the respondents were asked to indicate their
frequency of use, in the past 30 days, of private and pooled ride-hailing services. Also, all
respondents who indicated the use of ride-hailing services at some point in their lives were asked
to recall the details of their last ride-hailing trip and provide information on trip purpose, time of
day of travel, companionship, and mode substituted. The survey also collected socio-
demographic (see Section 2.2.1) and attitudinal information (see Section 2.4).

2.2 Individual-Level Experience and Frequency of Use Model

The individual level model focuses on two main endogenous outcomes, ride-hailing experience
and frequency, and two additional endogenous variables, residential location and household
vehicle availability. Ride-hailing experience is represented as a nominal dependent variable with
three categories: (1) no experience with ride-hailing services, (2) experience only with private
services (the individual traveled alone or with people s/he knew), and (3) experience with private

3 The decision to focus on individuals with commute travel was guided by factors external to the current study. The
authors acknowledge that understanding the preferences and ride-hailing travel behavior of non-commuters is also
important from a transportation policy standpoint, and we encourage future studies to explore this limitation of our
study.



and pooled services (the individual has, at least once, traveled with strangers for a cheaper fare).
Ride-hailing frequency corresponds to the number of trips made by ride-hailing users within a
one-month period prior to the date of the survey. This is modeled as an ordinal discrete variable
with five possible values: zero trips, 1-3 trips, 4-5 trips, 6-10 trips, and more than 10 trips.
Residential location is defined based on a survey item in which the respondents identified the
type of neighborhood where they lived: (1) rural area, (2) small town, (3) neighborhood in the
suburbs, (4) neighborhood in a central area but not downtown, and (5) downtown. Due to paucity
of responses in the “small town” and “downtown” categories, we decided to regroup these five
categories into the following three categories of residential location type: rural area or small
town (referred to as rural area in the remainder of the paper), suburban area, and central
area/downtown (referred to as urban area). Vehicle availability is characterized as the number of
vehicles per worker in the household and is categorized in one of three ordinal levels: less than
one vehicle per worker, one vehicle per worker, and more than one vehicle per worker. This
definition is widely accepted in the literature as an indicator of vehicle availability or sufficiency
for households with workers, because of the role that work schedules and commuting episodes
play in shaping household activity schedules and task/vehicle allocation among household
members (see, for example, Astroza et al., 2018). The last two co-endogenous variables
(residential location and vehicle availability) are considered in our analysis to account for the
possibility that residential location and vehicle availability, along with ride-hailing behavior, are
determined as a choice bundle, and to accommodate for any self-selection effects in the influence
of residential location and vehicle ownership on ride-hailing behavior (our expectation, though,
is that these self-selection effects will be rather small, because ride-hailing is a relatively recent
mobility option available within the past five years, while residential location and vehicle
ownership decisions are typically made at longer time intervals than five years). Exogenous
socio-demographic characteristics and four endogenous stochastic latent constructs representing
attitudinal and lifestyle characteristics of the individual (privacy-sensitivity, technology-
savviness, variety-seeking lifestyle propensity, and green lifestyle propensity, described in
Section 2.2.1) are used as determinants of the four endogenous variables of interest.

The modeling methodology adopted is based on the Generalized Heterogeneous Data
Model (GHDM) developed by Bhat (2015a), which allows for the joint estimation of multiple
outcomes of different types (continuous, ordinal, count and nominal) by establishing a
parsimonious dependence structure through stochastic latent variables (note that in the current
application, there are only ordinal and nominal outcomes). The dependence structure, variable
representation formulation, and endogeneity hierarchy of the model are presented in Figure 1 and
discussed in detail in Section 2.2.2.



2.2.1 Attitudinal and Lifestyle Latent Constructs

Four attitudinal and lifestyle latent constructs are considered in our framework: privacy-
sensitivity, technology-savviness, variety-seeking lifestyle propensity (VSLP), and green
lifestyle propensity (GLP). These are identified based on earlier studies in transportation as well
as in the ethnography field that recognize these psycho-social constructs as important
determinants of travel-related and technology-use patterns. For instance, the first latent construct,
privacy-sensitivity has been acknowledged and included in multiple transportation studies that
investigate public transit use (Hunecke et al., 2010; Haustein, 2012; Spears et al., 2013). This is
because one of the main aspects of the public transit mode that may discourage use is the
presence of strangers in a shared space. Although ride-hailing is a car-based transportation mode,
individuals travel with the driver. Hence, understanding how much individuals value being in
private environments is a key element to predicting the adoption of ride-hailing, especially the
use of pooled ride-hailing. Controlling for privacy-sensitivity is also important because concerns
about sharing spaces with strangers influence people’s residential location and vehicle
availability (through ownership) choices as privacy is strongly related to spaciousness and
exclusivity considerations, with individuals with a stronger privacy disposition locating in low to
medium density neighborhoods and owning many vehicles (see, for example, Bhat et al., 2016
and Bhat, 2015b). Thus, including this construct is important to avoid the overestimation of any
positive impacts of dense residential location and low vehicle ownership on ride-hailing use.

The second latent construct, tech-savviness, represents the individual’s familiarity and
affinity with technology, in our case, information and communication technologies (ICTs). This
latent construct is relevant because, to hail a ride, the individual needs to use a smartphone app.
Indeed, previous studies have found a significant and positive impact of tech-savviness on ride-
hailing experience and smart phone use (Alemi et al., 2018b; Lavieri et al., 2017; Astroza et al.,
2017). The third construct, variety-seeking lifestyle propensity (VSLP) represents the
individual’s interest in exploration, and his/her openness to new experiences and changes. This
construct has also been used in a past ride-hailing study (Alemi et al., 2018b) and is important to
capture intrinsic heterogeneity in the willingness to deviate from travel habits and mode inertia
(Tudela et al., 2011; Rieser-Schussler and Axhausen, 2012). The construct has been widely used
within the theory of basic human values in the cultural-psychology field, and two of the
indicators used in our survey to measure this construct are based on Schwartz’s core value
measures of openness to change (see Schwartz et al., 2001).

Finally, the green lifestyle propensity (GLP) construct is used to capture individuals’
tendencies toward environmentally friendly behaviors such as reduced use of drive-alone modes,
reduced car ownership, and increased preference for dense and walkable neighborhoods. This
latent variable is probably the most commonly used lifestyle factor in travel behavior studies (see
for example, Van Acker et al., 2014; Bhat, 2015b; Lavieri et al., 2017; Ye and Titheridge, 2017).



Similar to privacy-sensitivity, controlling for VSLP and GLP is fundamental to capture potential
self-selection effects that could bias the impacts of residential density and vehicle ownership on
ride-hailing behavior. A list of the indicators associated with each latent construct is presented at
the bottom of Figure 1.

2.2.2 Model Structure and the Generalized Heterogeneous Data Model (GHDM) Approach

The GHDM approach (Bhat, 2015a) enables us to investigate the relationship between ride-
hailing adoption and other transportation decisions, while controlling for observed and
unobserved factors that simultaneously influence such decisions. There are two components to
the GHDM model: (1) the latent variable structural equation model (SEM), and (2) the latent
variable measurement equation model (MEM). As illustrated in Figure 1, the SEM component
defines each latent construct (represented as ovals on the left side of the Figure) as a function of
exogeneous socio-demographic variables and an unobserved error term. Each error term
represents the effect of unobserved individual factors on a specific latent construct. The
unobserved factors are denoted by 7,,7,,7,, and 7,, and collected, as shown toward the left side

bottom of Figure 1, in a vector n assumed to be multivariate standard normal with a mean vector

of 0 and a correlation matrix of I with six possible correlation elements (note that, due to
identification considerations, the variances of the individual m elements need to be normalized

to 1; see Bhat, 2015a). Of course, the latent constructs are stochastic because of the presence of
the random elements, and, by definition, are not observed. Thus, the SEM model relationship
between the socio-demographic variables and the latent constructs, as well as the correlation
matrix elements of I', are not directly estimable, but are estimated through observations on the
latent construct indicators (not shown in Figure 1 to avoid clutter, but see Table 2 later and
Section 2.4 for a discussion of these indicators) and the endogenous outcomes of interest (shown
toward the right side of Figure 1).* The endogenous outcomes are discrete variables in our
framework, and thus, for modeling, are considered to be based on underlying latent utilities (for
the nominal outcomes of residential location and ride-hailing experience, each with three
possible alternatives) and propensities (for the two remaining ordinal outcomes). These
underlying latent utilities and propensities are sandwiched between the latent constructs and the
observed endogenous outcomes in Figure 1 (these latent utilities/propensities also have
additional error term effects, which are again suppressed in Figure 1 to avoid clutter). As shown
in Figure 1, the MEM component relates the underlying latent utilities/propensities of the
observed discrete endogenous outcomes to the stochastic latent constructs and exogeneous socio-

4 As discussed at length in Bhat (2015a), the latent construct indicators are not needed for the GHDM model
estimation, though their presence provides much needed additional stability and information to “pin” down the SEM
relationship. In particular, the presence of these indicators play a role in model identification, as discussed in detail
in Bhat (2015a). Suffice it to say that, in the current context, the presence of the indicators allows us to estimate all
possible stochastic latent construct effects on each endogenous outcome.



demographic variables. Figure 1 indicates only those stochastic latent construct determinants for
each underlying latent utility/propensity variable (shown by arrows originating from the
stochastic latent constructs and terminating in specific underlying latent utility/propensity ovals)
that turned out to be ultimately statistically significant in our empirical specification. Thus, for
example, in our final specification, privacy sensitivity impacts the underlying latent propensity
for vehicle availability and the ridesharing experience utilties, but not the other two endogenous
outcomes.

The error term elements in the n vector of the SEM (which impact the stochastic latent

constructs) permeate into the underlying latent utilities/propensities in the MEM, creating a
parsimoious dependence structure among all endogenous variables. Thus, for example, consider
the underlying latent propensity for ridesharing use and the two underlying utility functions for
the “private only” and “pooled” ride-hailing experience categories (the latter two utility functions
are contained within the oval labeled as “ridesharing experience utilities” in Figure 1). These
three underlying variables are all impacted by the variety-seeking lifestyle propensity (VSLP)
latent construct. Thus, they get correlated because of the common presence of the 7, stochastic

term embedded in VSLP, obviating the need for three separate correlation terms that would be
needed otherwise. Similar parsimonious correlations are engendered (through other common
stochastic latent constructs) across the latent propensities/utilities underlying the other
endogenous outcomes. This ability to capture correlations across the many endogenous outcome
dimensions is important for controlling for residential location and vehicle availability-based
self-selection effects (when examining the effects of these two variables on ride-hailing
experience and frequency) in an econometrically consistent fashion.

Also, to be noted is that, while the four endogenous outcome variables are all modeled
jointly through the aforementioned correlation effects in the underlying latent utilities and
propensities, recursive effects among the observed endogenous outcomes can also be
accommodated in the GHDM (see Bhat, 2015a). Different recursive directionalities were tested
in our model system, but the best data fit was obtained in the causal specification with residential
location influencing vehicle availability, both of these then impacting ride-hailing experience,
and all three finally influencing ride-hailing frequency (as shown in Figure 1 under “observed
endogenous outcomes”).® The full details of the GHDM and its estimation are available in Bhat
(2015a).

> In joint limited-dependent variables systems in which one or more dependent variables are not observed on a
continuous scale, such as the joint system considered in this paper that has ordinal and nominal discrete dependent
variables, the structural effects of one limited-dependent variable on another can only be in a single direction. See
Maddala (1983) and Bhat (2015a) for a more detailed explanation.



2.3 Trip-Level Ride-Hailing Attributes Multivariate Model

The trip-level model utilizes the subsample of individuals with ride-hailing experience and
examines the four choice dimensions of trip purpose, time-of-day of trip, trip companionship,
and the mode substituted by ride-hailing for the most recent ride-hailing trip undertaken by
respondents. The four dimensions are modeled jointly using a multivariate multinomial probit
(MMNP) modeling approach so that common unobserved individual-level factors that affect
multiple trip characteristics are captured through error correlations and endogeneity
relationships. The MMNP formulation is presented in Appendix A and the interested reader is
also referred to Bhat et al. (2013) and Bhat (2011) for additional estimation details.

The first nominal variable, trip purpose, is captured in the four categories of airport trips,
errand trips (including shopping, personal business, and family errand trips), recreation trips
(including leisure, social activities and sports), and work trips (including education trips). The
second dimension is time-of-day, which is characterized by four time windows of morning (6:00
am — 10:59 am), mid-day (11:00 am — 3:59 pm), evening (4:00 pm — 8:59 pm), and night (9:00
pm — 5:59 am). The third is companionship, formed by two categories, alone or with others.® The
fourth dimension is the mode substituted by ride-hailing (based on the response to the question
“if ride-hailing were not available, which mode would you have used for the trip”), in the four
categories of (a) private vehicle, (b) taxi, (c) transit and/or active travel (walk/bicycle), and (d)
no trip (that is, the trip would not have been made if ride-hailing were not available).

As already discussed earlier, only recursive effects among endogenous variables can be
identified in joint limited-dependent variable systems such as in the MMNP model (after
accommodating error covariance that engenders the jointness in the first place). We tested
alternative recursive structures, but the one that provided the best fit was the recursive hierarchy
in which trip purpose impacted the remaining three attributes (time-of-day, companionship, and
mode substituted), time-of-day impacted the remaining two attributes (companionship and mode
substituted), and companionship affected the “mode substituted” trip dimension.

This trip-level analysis is exploratory in nature, because we are modeling the attributes of
an isolated trip outside the broader context of the individual’s daily activity-travel schedule. In
particular, it is difficult to disentangle whether the choices made for the most recent ride-hailing
trip are a reflection of specifically choosing ride-hailing in the last trip or simply a manifestation
of the totality of the activity-travel pattern of the individual. For example, if a student is more
likely than a non-student to run errands in the last ride-hailing trip relative to traveling to the
airport, it is not clear whether this implies that students are more likely than non-students to use

& As will be discussed in Section 2.4, for modeling purposes, it was necessary to merge trips with strangers and trips
with acquaintances and define a generic “with others” category because the sample of trips with strangers was very
low (only 13 observations). Also note that among individuals who traveled alone, we are not able to identify
whether they initially called for a pooled ride but had to travel alone because of an unsuccessful match, or whether
they intended to travel alone from the very beginning.

10



ride-hailing to run errands than to go to the airport, or whether this is simply an artifact of
students rarely going to the airport in general relative to their non-student counterparts. We will
not belabor over this point again when discussing the trip-level results, although all the results
there should be viewed through this cautionary interpretive lens. Nonetheless, we use a
multivariate modeling approach to study the different trip attributes jointly, allowing us to
control for the effects of multiple endogenous variables systematically and simultaneously.

Unlike the individual-level model, residential location density, vehicle availability,
whether or not the individual has experience with pooled ride-hailing, and ride-hailing frequency
are considered as exogenous variables in this exploratory trip-level analysis.” These variables are
treated as exogeneous in this case to reduce the model complexity considering the very limited
sample size and the exploratory nature of this analysis. Similarly, we also include the latent
constructs as characterized from the individual-level model as exogenous variables by
developing an expected value for each latent variable (based on the SEM model estimates from
the individual-level model) and each individual in the sample.®

2.4 Sample Description

In this section we describe the sample distribution regarding sociodemographic characteristics,
attitudinal indicators, the four endogenous outcomes in the individual-level model and the four
endogenous variables in the trip-level model. Table 1 presents the socio-demographic
distribution of the sample. A comparison of the sample with the employed population of DFW
(as characterized by the U.S. Census Bureau, 2018d) indicates that the survey has an
overrepresentation of males (58.4% in the survey compared to 54.0% from the Census data),
individuals between 45 and 64 years of age (53.2% compared to 35.8%), Non-Hispanic Whites
(75.0% compared to 51.0%), and individuals with bachelor’s or post-graduate degrees (75.6%
compared to 33.7%). We also observe that the majority of the sample corresponds to non-
students (94.2%) and full time-employees (81.6%). Finally, in terms of household income and
household composition, we are unable to compare the statistics from our survey with the Census
data, because the latter provides income and household composition data only for all households

" The last of the endogenous variables from the individual-level model, ride-hailing frequency, is introduced as a
binary variable in the trip-level analysis, by classifying individuals as either frequent users (at least 4 rides in the
past 30 days) or not.

8 The choice to adopt this approach of treating the latent constructs as exogenous rather than endogenous for our
trip-level model (instead of estimating another elaborate GHDM for the trip-level model) is based on two
considerations. First, the dependence between the trip-level choice dimensions is likely more due to unobserved
factors associated with the nature of activities and trips (for example, bars and pubs generally open at night, so
recreational trips may be more likely at this time), rather than individuals’ psychological and lifestyle factors.
Second, we believe that the characterization of the latent attitudinal and life-style constructs would be better based
on broad individual-level decisions rather than trip-level decisions. Of course, given the smaller sample available for
this trip-level analysis, we also felt a simpler exploratory modeling approach relative to the GHDM would be more
appropriate.
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(while our survey is focused on households with at least one worker with a primary workplace
outside home). However, the sample statistics do suggest a skew toward individuals from higher
income households and multi-worker households. Overall, there are many possible reasons for
the socio-demographic differences between our sample and the Census data. For example, the
main topic of the survey was self-driving vehicles, which may be of more interest to highly
educated males. Also, the survey was conducted strictly through an online platform and the
largest mailing list used in the distribution was of toll-road users, who are likely to be individuals
with higher values of time that then correlates with the specific characteristics of our sample. In
any case, while the general descriptive statistics of ride-hailing experience and use cannot be
generalized to the DFW population, the disaggregate models still provide important insights on
the relationship between ride-hailing travel behavior and socio-demographic/lifestyle
characteristics.

Regarding the endogenous variables in the individual-level model, the majority of survey
respondents live in suburban areas (65.0%; n=1046), followed by central area/downtown (23.4%;
n=375). Vehicle ownership rates are high, as only 14.7% of the household have less than one
vehicle per worker (50.8% have one vehicle per worker and 34.5% more than one vehicle per
worker). In terms of ride-hailing experience, about 56.4% of the sample (n=906) reported using
ride-hailing services at least once in their lifetimes. The column at the far right in Table 1 shows
the fraction of individuals with ride-hailing experience by socio-demographic group. We observe
that men, young adults (18-44 years of age), individuals of Hispanic and Asian origin,
individuals with graduate degrees and students, high income individuals, and individuals living
alone and in the central city areas have a higher than average tendency of having used ride-
hailing services. The specific distribution of ride-hailing experience according to the three
nominal categories is: no experience (43.6%; n=701), experience with private rides only (46.6%;
n=906-157=749), and experience with pooled rides (9.8%; n=157; note that this group may have
had experience with private rides too). When asked about ride-hailing frequency specifically in
the month prior to the survey, 33.7% of all respondents (n=542) reported at least one trip,
suggesting that there is a considerable percentage of ride-hailing users (22.7%=56.4%-33.7%)
who rely on ride-hailing on a one-off basis rather than on a monthly basis. It also is important to
point out that ride-hailing frequency is relevant only if the individual has had ride-hailing
experience (that is, only if the individual is not in the “no experience” category for the ride-
hailing experience variable). Within the sub-sample of individuals with some ride-hailing
experience (n=906), the frequency of trips in the past 30 days is grouped in one of the following
five ordinal levels (the share of each level, as a percentage of 906 individuals with ride-hailing
experience, is represented in parentheses: zero trips (40.2%; n=364), 1-3 trips (30.9%; n=280), 4-
5 trips (12.6%; n=114), 6-10 trips (11.0%; n=100), and more than 10 trips (5.3%; n=48).
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The indicators of each latent construct used in the GHDM model are presented in Table
2, together with their sample distributions. The sample shows a general tendency toward being
privacy-sensitive, tech-savvy, and having a variety-seeking lifestyle. The concern with privacy
during a trip is consistent with the level of car-dominance in DFW, and may possibly impact the
adoption of ride-hailing, especially pooled ride-hailing (note that the first indicator for privacy
sensitivity is actually a measure of privacy insensitivity as elicited in the survey, and so the
response is introduced in a reversed scale in the analysis to capture privacy sensitivity). A clear
familiarity with ICTs and a variety-seeking lifestyle in the sample is expected, considering that
the sample is skewed toward high levels of education and income. Interestingly, the responses
related to the last measure; green lifestyle; show that over 50% of the sample “somewhat” or
“strongly” agree that factors other than environmental friendliness dictate their commute mode
choices, while just a little over 11% of the sample “somewhat” or “strongly” agree that they do
not give much thought to energy saving at home. These descriptive statistics suggest that, while
most people are sensitive to energy conservation considerations at home, most people also
believe that considerations other than their commute-related environmental footprint dictate their
commute mode choices (note again that the two questions pertaining to green lifestyle measure
non-green lifestyle in the way they are worded, and so are introduced in a reversed scale in the
analysis to capture green lifestyle propensity).

Finally, the sample distributions of the four trip-level choice dimensions are presented in
Table 3. The descriptive statistics corresponding to trip purpose indicate that ride-hailing is
mostly being used to access airports and recreational activities (with each of these purposes
accounting for about 40% of all ride-hailing trips). The time-of-day shares show a relatively even
intensity of trips during the morning and mid-day periods, though there is a definitive spike in
the intensity during the evening period (note that all the morning, mid-day, and evening periods
are of five hours duration, as we have defined them). The intensity of ride-hailing trips is lower
during the nine-hour night period, though this is to be expected given the overall lower intensity
of travel during the night relative to the day periods. In terms of trip companionship, about two-
fifths of all trips are made alone, while the remaining are with others (co-workers, friends,
family, and strangers). The trips with strangers, while having more of a flavor of pooled ride-
hailing trips than those with co-workers, friends, and family, amounted to only 13 in number,
and so were combined with trips with other accompaniment types. Finally, the dimension of
mode substituted from for the ride-hailing trips suggests that much of the draw is from a private
vehicle or a taxi. It is also interesting to note that almost 6% of the sample would not have
traveled if ride-hailing were not available.
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3. INDIVIDUAL-LEVEL EXPERIENCE AND FREQUENCY OF USE MODEL
RESULTS

This section presents a detailed discussion of the results of the individual-level ride-hailing
experience and frequency model. The final model specification was obtained based on a
systematic process of testing alternative combinations of explanatory variables and eliminating
statistically insignificant ones. However, some variables that were not statistically significant at a
95% confidence level were still retained due to their intuitive interpretations and important
empirical implications. In this regard, the GHDM methodology used involves the estimation of a
large number of parameters, so the statistical insignificance of some coefficients may simply be a
result of having only 1,607 respondents (and only 906 respondents for the ride-hailing frequency
variable). Also, the effects from this analysis, even if not highly statistically significant, can
inform specifications in future ride-hailing investigations with larger sample sizes.

In the next section, we discuss the results of the SEM model component of the GHDM, as
well as the latent variables’ correlations and loadings on the attitudinal and lifestyle indicators
(which is one part of the MEM). In subsequent sections, we discuss the MEM relationships
corresponding to the effects of socio-demographic characteristics and the latent variables on the
four main outcomes of interest in the individual-level model (including endogenous effects
among these four outcome variables).

3.1 Lifestyle and Attitudinal Latent Factors

The structural relationships between socio-demographic variables representing lifecycle stages
and the latent constructs are presented in Table 4. Gender shows no significant effect on the
individual’s level of privacy-sensitivity and tech-savviness. Yet, women display lower levels of
VSLP and higher levels of GLP. These results are consistent with the social psychology
literature. Gender comparisons based on the Theory of Basic Human Values (Schwartz, 1992)
identify that men tend to be more open to experiences and changes than women as men generally
attribute more value to stimulation, self-direction and hedonism values (Schwartz and Rubel,
2005; Vianello et al., 2013). On the other hand, women are generally more oriented toward
prosocial values than men (Liu et al., 2014; Gifford and Nilsson, 2014), which result in more
environmentally conscious behaviors (Gilg et al., 2005; Bhat, 2015b).

Age presents generally significant effects on all latent constructs except privacy-
sensitivity. In general, younger adults show higher levels of tech-savviness and VSLP than their
older counterparts. It is well established that younger generations, through their early exposure to
ICT in their formative childhood years, are naturally more familiar and adept with such
technologies (Helsper and Eynon, 2010; Twenge, 2013), which contributes to their higher level
of tech-savviness. In terms of VSLP, the human values and personality literature identifies that
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younger individuals are more open to new experiences and more likely to attribute high
importance to stimulation values, seeking variety in their daily lives (Gutierrez et al., 2005;
Milojev and Sibley, 2017). The marginally significant negative GLP among the youngest group
of individuals (18-34 years of age) relative to their older peers is interesting, though not
inconsistent with findings from recent studies that identify a decrease in the younger generation’s
environmental consciousness. For example, Liu et al. (2014) and Gifford and Nilsson (2014)
suggest that this trend among the youngest generation of adults may be the result of an increase
in the importance of material pleasures in the American society as well as with an increased level
of optimism that technology will solve environmental problems.

Non-Hispanic White individuals tend to be more privacy-sensitive and exhibit a lower
VSLP relative to other ethnicities, results that also align with the higher levels of drive-alone
travel and vehicle ownership by this ethnic group (Giuliano, 2003; Klein et al., 2018). As
expected, individuals who are more highly educated tend to be more green, consistent with
results in the social-psychological literature (see, for example, Franzen and Vogl, 2013) that
individuals with a higher education are more self-aware of the negative consequences of
degrading the environment. Usually, education is also an important predictor of tech-savviness
(Helsper and Eynon, 2010; Lavieri et al., 2017; Lavieri et al., 2018b). However, in our model,
such a relationship is not statistically significant, probably because the majority of the sample
has at least a bachelor’s degree. Part-time employees are less tech-savvy than full-time and self-
employed individuals. As Helsper and Eynon (2010) explain, familiarity and ability to use ICTs
is largely explained by exposure and experience. In that sense, it is plausible that part-time
employees are generally less exposed to technology in the workplace (due to the nature of part-
time jobs, and the time spent at work) than full-time and self-employed individuals.

In terms of household demographics, household income contributes to an increase in
privacy-sensitivity, tech-savviness and VSLP. The higher privacy-sensitivity among the
wealthiest segment of individuals can be a direct result of having more access to private property
and/or a need to signal exclusivity through separation and differentiation from others (Chevalier
and Gutsatz, 2012; Bhat, 2015b). These individuals may also focus on privacy due to concerns
associated with safety and preservation of material assets. Also, higher consumption power
allows wealthy individuals early access to new technologies, increasing their exposure and use of
technology. Indeed, multiple studies find this positive association between income level and
technology use or technology-savviness (see, for example, Astroza et al., 2017; Lavieri et al.,
2017; and Liu and Yu, 2017). The higher VSLP in the wealthiest segment of individuals is also
reasonable, since this segment has more financial wherewithal to pursue a variety of different
types of activities. Finally, compared to multi-worker and single individual (worker) households,
individuals living in single-worker multi-person households have lower VSLP.
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Two out of six correlations between latent variables are statistically significant (see
bottom of Table 4, corresponding to y,, and y,, in Figure 1). Privacy-sensitivity is negatively

associated with GLP, and tech-savviness is positively associated with VSLP. Both relationships
are intuitive. For example, the second positive and reciprocal relationship between tech-
savviness and VSLP is to be expected because (a) individuals who seek variety are more likely to
experiment with new products and technology, and (b) ICT and internet use expand an
individual’s awareness and spatial cognition about activity options and opportunities.

The SEM estimation is made possible through the observations on the endogenous
variables, which include the latent construct indicators and the four endogenous outcomes of
interest (see Figure 1). As discussed earlier, the presence of the latent construct indicators is not
essential, though they provide stability in the SEM estimation. To conserve on space, we relegate
the loadings of the latent constructs on the underlying latent variables characterizing the
construct indicators to Appendix B (Table B1). However, we will note that the loadings were all
as expected.

3.2 Residential Location and Vehicle Availability

Residential location and vehicle availability are modeled as endogenous variables so that we can
control for self-selection effects when analyzing the impacts of these variables on ride-hailing
behavior. Interestingly, as shown in Table 5, after controlling for the latent variable effects, there
were few other sociodemographic variables having a direct impact on residential location and
vehicle availability (though sociodemographic variables have an indirect effect through their
impacts on the latent variables).

In terms of latent variable impacts on residential density, individuals who are tech-savvy
and pursue a green lifestyle appear to prefer to reside in higher density suburban and urban areas
rather than in a rural area. Access to ICT is generally more limited in rural areas, which may
explain the negative effect of tech-savviness on rural living. Also, GLP is measured in our study
in terms of concern about transportation and energy footprint, which may not be a priority for
rural dwellers. On the other hand, the results indicate that individuals with a high variety-seeking
lifestyle propensity (VSLP) tend to be more likely to live in an urban area relative to other areas,
presumably because urban areas offer easy access to a diverse portfolio of activities and
products. In addition to the indirect sociodemographic effects through the latent variable effects
just discussed, the direct sociodemographic effects on residential location choice reveal that the
youngest segment of individuals prefer more urbanized living relative to their older peers,
presumably a reflection of wanting to have a variety of activity opportunities in close proximity
to satisfy a heightened need for social interactions. Part-time employees tend to be located in
urban areas, while self-employed individuals are more likely to reside in rural and urban areas
rather than in suburban neighborhoods. As expected, households with income above $150K
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dollars per year are less likely than those with lower incomes to be located in rural areas
compared to suburbs and urban areas. Finally, individuals living alone show a higher propensity
to locate in urban areas, consistent with the age effect discussed earlier.

Vehicle availability is positively impacted by privacy-sensitivity, which is expected since
the automobile is the most private transportation mode. In contrast, tech-savviness has a negative
effect on vehicle availably, plausibly because these lifestyle variables facilitate the use of, and
draw toward, multi-modal travel options (Astroza et al., 2017). As anticipated, households with
high incomes and with fewer workers have a higher vehicle availability, the first effect due to
higher car ownership levels in households with high incomes and the second effect simply a
manifestation of how we created the vehicle availability variable. Finally, households residing in
the high-density urban areas of the DFW area have a lower vehicle availability, a reflection of
the reduced need for vehicles in such areas because of good multi-modal transportation service
as well as better access to activity opportunities within a compact geographic footprint.
Importantly, this urban living effect is a “true” built environment effect after controlling for
residential self-selection effects through the impacts of the latent attitudinal lifestyle variables on
both residential location and vehicle availability.

3.3 Ride-Hailing Experience

The results of the ride-hailing experience model are presented in the third column of Table 5.
The latent variable effects have the expected direction, with privacy-sensitive individuals less
likely to have experience with pooled service and tech-savvy individuals most likely to have
experience with private ride-hailing only. On the other hand, variety-seeking individuals are
most likely to have the pooled service experience. Interestingly, GLP does not seem to play a
role in ride-hailing adoption.

In addition to the indirect socio-demographic influences through the latent variable
effects just discussed, there are quite a few direct socio-demographic effects on ride-hailing
experience. This is unlike the case for residential location density and vehicle ownership where
there are relatively fewer direct sociodemographic effects after controlling for latent variable
effects. This disparity makes sense because ride-hailing is a relatively recent phenomenon and
individuals are still in the process of exploring the many dimensions of this service. That is, ride-
hailing preferences are still in a formative stage, with the impacts of attitudes and lifestyles not
yet as deeply entrenched as for residential location density and vehicle availability (the latter
choices have been available to individuals over a much longer period of time).° During these
initial exploratory/formative stages of preference, it is the immediate demographic lifecycle

% Note that the attitudinal and lifestyle latent variables and indicators used in this study do not reflect individual’s
direct attitudes, beliefs and perceptions about ride-hailing services. Instead, they reflect more general lifestyle
dimensions.
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considerations that dictate and drive ride-hailing experience and frequency. Earlier studies in the
social psychology literature support this notion that the effects of attitudes/lifestyle toward
preference for a service/product take time to materialize and stabilize (see, for example, Hoeffler
and Ariely, 1999; Amir and Levav, 2008).

Table 5 indicates that age has a direct negative effect on ride-hailing experience, with
younger individuals more likely than their older counterparts to have used ride-hailing both in
the private as well as pooled arrangements. While this is consistent with some earlier studies
(Smith, 2016; Kooti et al., 2017), our study indicates that this effect is beyond the negative effect
of age on ride-hailing experience through the tech-savviness and variety-seeking effects. This
direct effect may be a result of younger individuals having more exposure to new services and
products through larger social networks (English and Carstensen, 2014).

The results also show that non-Hispanic Whites are less likely to have used pooled
services, even after accounting for indirect ethnicity effects through privacy-sensitivity and
VSLP, and controlling for income effects. The reason behind this ethnicity effect is not clear and
calls for more qualitative studies investigating the willingness to share rides. Higher education
appears to increase the experience with pooled ride-hailing, and employment status shows
significant direct effects on private ride-hailing experience but not on the pooled option.
Specifically, part-time employees are less likely to have experienced private ride-hailing services
relative to full-time employees. Similar results were observed by Dias et al. (2017).

In terms of household level variables, a higher household income increases experience
with both private and pooled ride-hailing, beyond the positive effect of household income
through tech-savviness and VSLP (and while individuals with a household income over
$200,000 have a higher privacy sensitivity, and privacy sensitivity negatively impacts pooled
ride-hailing experience, this indirect negative effect gets swamped by the magnitude of the
positive direct effect in Table 5). Considering that attitudinal and lifestyle factors are being
controlled for, the direct income effect is probably an indicator of higher consumption power,
though there is still a distinct preference for private ride-hailing over pooled ride-hailing within
this high income group. Individuals living alone are more likely to have used private ride-hailing
service relative to individuals in other household types, while those in single-worker multi-
person households are the least likely to have used both private and pooled services. Even after
controlling for self-selection effects, individuals living in more urbanized locations are more
likely than their counterparts in less urbanized locations to have used both private and pooled
ride-hailing. A similar result holds for individuals in households with more than one vehicle per
worker. The result that a higher private vehicle availability leads to a higher experience with
ride-hailing suggests that, in an area such as DFW where almost all households own at least one
vehicle, ride-hailing serves as more of a convenience feature for those one-off trips rather than
being an accessibility facilitator for routine trips (though, as we will see in the next section,
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increasing vehicle availability has a negative effect on ride-hailing frequency). That is, there
appears to be an overall “wealth effect” (living in urban areas and owning more than one vehicle
per worker) that is separate from the direct income/education effect leading to more experience
with ride-hailing.

3.4 Ride-Hailing Frequency

Our model, similar to that of Alemi et al. (2018a), shows that few variables have an impact on
ride-hailing frequency. Among the latent variable effects, only VSLP has a significant impact.
This effect may be a result of individuals with a high VSLP experimenting and exploring
different travel options and different activity pursuits (see, for example, Rieser-Schiissler and
Axhausen, 2012).

Among other demographic effects, individuals in households with very high income
(above $200K dollars per year) have a high ride-hailing frequency propensity, as also observed
by Dias et al. (2017). Although using ride-hailing is usually cheaper than calling a taxi, frequent
use can incur significant costs that may be more easily afforded by those in the high income
segments. Living in an urban area (relative to living in suburbs or rural areas) also contributes to
a higher propensity associated with ride-hailing trip frequency, even after controlling for self-
selection effects. There are at least three possible reasons for this result. First, urban areas have
more parking restrictions, increasing the benefit of being dropped-off at a destination. Second,
distances are shorter, compared to more spread-out suburbs and rural areas, limiting the costs of
the trips. Third, in urban areas, the supply of drivers is higher, increasing the overall reliability of
the service, which is possibly an essential condition for maintaining a demand of frequent users.
As also observed by Alemi et al. (2018a), higher vehicle availability rates reduce the propensity
underlying the frequency of ride-hailing usage. Combined with the earlier finding of the positive
effect of vehicle availability on ride-hailing experience, the results perhaps suggest that
individuals in households with high vehicle availability make generally many more out-of-home
trips (including those one-off trips to the airport and other recreational sites) and so are more
likely to have used ride-hailing at some point as a convenience mode. However, it still holds that
higher vehicle availability reduces the overall ride-hailing dependence. Another endogenous
effect is that users of pooled ride-hailing have higher frequency propensities. Pooled trips offer
lower fares, which may be a key element for ride-hailing services to maintain regular users.

3.5 Model Fit Comparison

The improved data fit from jointly modeling the four choice dimensions in the individual-level
model system may be assessed by comparing the GHDM model with an Independent
Heterogeneous Data Model (IHDM) that does not consider the jointness in the four dimensions
(that is, the covariances engendered by the stochastic latent constructs in the GHDM model are
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ignored). In this IHDM model, we introduce the exogenous variables (sociodemographic
variables) used to explain the latent constructs as exogenous variables in the choice dimension
equations. In this way, the contribution to the observed part of the utility due to
sociodemographic variables is still maintained (and is allowed to vary relative to the GHDM to
absorb, to the extent possible, the GHDM covariances due to unobserved effects). The resulting
IHDM may be compared to the GHDM using the composite likelihood information criterion
(CLIC) introduced by Varin and Vidoni (2005). The CLIC takes the following form (after
replacing the composite marginal likelihood (CML) with the maximum approximate CML
(MACML)):

100 L, 1, (0) = 100 Ly (6) — zr[i@)ﬁ(é)ﬂ 1)

The model that provides a higher value of CLIC is preferred. The logL,,,.,, (@) values for the

GHDM and IHDM models were estimated to be —394,131 and —398,801, respectively, with the
corresponding CLIC statistic values of —395,982 and —400,229. These CLIC statistics clearly
favor the GHDM over the IHDM.

The ordinal indicator variables used in the measurement equation are included solely for
the purpose of model identification and do not serve any purpose in predicting the endogenous
choice bundle of interest once the model is estimated. Therefore, we can also use the familiar
non-nested likelihood ratio test to informally compare the two models. To do so, we evaluate a

predictive log-likelihood value L(§) of both the GHDM and IHDM models using the parameter

values at the GHDM convergent values by excluding the indicator variables and focusing only
on the four endogenous variables of interest. Then, one can compute the adjusted likelihood ratio
index of each model with respect to the log-likelihood with only the constants as follows:

. L@)-M
=1-="1 = 2
p L@ (2)

where L(6) and L(c) are the predictive log-likelihood functions at convergence and at constants,

respectively, and M is the number of parameters (not including the constant(s) for each
dimension and not including the ordinal indicators) estimated in the model. If the difference in

the indices is (p; —p;) =1, then the probability that this difference could have occurred by

chance is no larger than CI){—[—ZrL(c)Jr(M2 -M)]*® } in the asymptotic limit (however, this is
only an informal test, because the use of the MACML inference approach rather than the
traditional maximum likelihood approach changes the asymptotic properties). A small value for
the probability of chance occurrence suggests that the difference is statistically significant and
that the model with the higher value for the adjusted likelihood ratio index is to be preferred. The
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L(0) values (number of parameters) for the GHDM and IHDM models were computed to be

—2,728.85 (number of parameters=85) and -2,726.12 (number of parameters=94), respectively.
The L(c) value was —2,915.55. The non-nested adjusted likelihood ratio test (in its informal
version use here) returns a value of ® (-4.64), which is literally zero, reinforcing the result from

the more formal CLIC statistic in rejecting the IHDM model in favor of the GHDM model and
underscoring the importance of considering the stochastic latent constructs that engender
covariation among the choice dimensions.

3.6 Average Treatment Effects

To compare the magnitudes of effects and identify of the most significant determinants of ride-
hailing usage, we compute average treatment effects (ATES) of the explanatory (exogenous,
latent and endogenous) variables on ride-hailing experience and frequency.

In these ATE computations, we consider the latent psycho-social variables too as explicit
determinant variables, rather than translating these latent variable effects into corresponding
exogenous demographic variable effects through the structural equation model results of Table 4.
That is, we do not combine the direct demographic effects and the indirect demographic effects
(through the latent variables); rather, we compute the ATEs for the direct demographic effects
and the ATEs for the latent variables. This is because, while the overall (indirect plus direct)
demographic effects provide ride-hailing tendencies by demographic segment, they do not
provide insights that may help in formulating policies. For example, one of the overall
demographic effects is that non-Hispanic Whites are less likely to use pooled ride-hailing.
However, this does not provide us additional insights on why this may be so. By including latent
variables in the ATE computation, we may find, for example, that privacy sensitivity is one of
the most important determinant variables in terms of the magnitude of effect on the use of pooled
ride-hailing. If so, and because non-Hispanic Whites are likely to be more privacy sensitive
relative to individuals of other ethnicity groups (according to our structural equation model
results), it provides additional insights on how to position pooled ride-hailing information
campaigns directed toward this segment of the population. One additional note regarding the
computation of ATE effects for the latent variables. We compute these effects by examining the
impact of changing each latent variable from its minimum value (the base) to its maximum value
(that is, the continuous latent variable values are changed to two discrete values for the ATE
computations; the minimum expected value representing the base category).

3.6.1 Formulation and Computation

The ATE measure for the ride-hailing experience variable (which is a nominal variable in our
analysis) provides the expected difference in ride-hailing experience for a random individual if
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s/he were in a specific category i of the explanatory variable as opposed to another configuration
k #i.The ATE is estimated as follows for each explanatory variable:

A 1 Y] . .
ATEq; =§ZI([P(yq =j la,=0)-P(y,=jla, =1]) (3)
p
where a,, is the dummy variable for the category i of the explanatory variable for the individual

q (Q=1607), y, stands for the ride-hailing experience nominal variable, and ; represents a

specific nominal category of ride-hailing experience. Thus, A'T'E[,g above represents the estimate

of the expected value change in the nominal category ; of ride-hailing because of a change from
category £ to i of the explanatory variable. In computing this effect, we first assign the value of

the base category for each individual in the sample (that is, we assign the value of @, =1 to the
determinant variable of each individual to compute P(y, = j|a, =1)) and then change the value
of the variable to @, =1 to compute P(y, = j|a, =1)).

The ATE measures may be computed for each nominal category ;j of the ride-hailing
experience variable as well as each combination of i and & for the explanatory variables. In our
analysis, we compute the ATE measures for the nominal categories of “private only” and
“pooled” ride-hailing experience, and for one combination of i and k. For example, in the case of
age, the base category is the “65 years or more” age group, while the changed category
corresponds to the “18-34 years” age group. Similarly, for ethnicity, the base category is the
“Other” ethnicity (including individuals of Hispanic and non-White ethnicities) and the changed
category is the “Non-Hispanic White” ethnicity. Table 6, which provides the ATE values, shows
the base category as well as the “changed category” for each determinant variable. As already
indicated, in the case of the latent psychosocial variables, the base “category” corresponds to the
minimum expected (that is, deterministically predicted) value of the variable, and the changed
“category” corresponds to the maximum value of the variable.

For the ride-hailing frequency ordinal variable, we assign cardinal values to each of the
frequency ordinal levels, and then compute the ATE of explanatory variables (in the same binary
categorizations as discussed earlier for ride-hailing) on the expected total number of ride-hailing
trips per month. The cardinal value assignments for the ordinal frequency levels in the model are
as follows: (1) no ride-hailing trips: O trips in the past month, (2) 1-3 ride-hailing trips: 2 trips,
(3) 4-5 ride-hailing trips: 4.5 trips, (4) 6-10 ride-hailing trips: 8 trips, and (5) more than 10 trips:
12 trips. With these assignments, the ATE corresponding to ride-hailing frequency for any
determinant variable that is changed from category & to category i is computed as follows:

A Q (5
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where ¢, is the cardinal value assignment corresponding to the ordinal ride-hailing frequency
level 4, and freq, corresponds to the ordinal ride-hailing frequency of individual ¢ in the 30

days prior to the survey (0=906).

To calculate the ATE values in Equations (3) and (4), a realization of random draws is
constructed by appropriately drawing from the sampling distribution of all the relevant
parameters in the model. The ATE values are computed for 1000 different draws (for each
individual) so that standard errors are obtained. The values of all dependent variables are
calculated appropriately by following the chain of causal effects among the endogenous
variables. All results are presented in Table 6.

3.6.2 Results

Among the latent variables, tech-savviness seems to be the strongest predictor of private ride-
hailing experience with an ATE coefficient of 0.16. That is, if 100 random individuals increased
their level of tech-savviness from the minimum to the maximum sample value, there would be 16
more individuals with private ride-hailing experience. In terms of pooled ride-hailing experience,
privacy-sensitivity appears to be the most important deterrent, which suggests the need for
concerted efforts to better understand the fundamental origins of high privacy-sensitivity,
especially within the wealthiest population segment and non-Hispanic Whites (because these two
groups have the highest privacy sensitivity). Another important insight from our results is the
negative correlation between green lifestyle propensity (GLP) and privacy sensitivity, which
suggests that targeting individuals with a high GLP (women, non-millennials, and individuals
with a graduate degree) and positioning information campaigns about the environmental benefits
of pooled compared to riding alone may be effective through the low privacy sensitivity
prevalent in these population subgroups. While such campaigns should immediately increase
pooled ride-hailing in women and in the group of individuals with a graduate degree (the second
group is already pre-disposed toward pooled ride-hailing, as we will discuss later), our results
suggest that information campaigns targeted toward non-millennials (and especially the oldest
group of 65+ years) would be more effective if also combined with efforts to make this group of
the population more tech-savvy, as discussed next.

The effects of the other latent variables in Table 6 indicate that tech-savviness and
variety-seeking latent propensity (VSLP) have a positive impact on ride-hailing in general and
pooled ride-hailing in particular. The positive impact on pooled ride-hailing adoption provides
additional important policy insights. Tech-savviness levels in the population are generally
increasing, thanks to information and communication technologies permeating into our routine
daily lives. However, as evidenced in the results of Table 4, older and lower income segments
seem to be falling behind and may need additional support to become “technologically-
included”. This calls for informational campaigns targeted at these population segments on how

23



ride-hailing services function and how to use smartphone apps. The positive impact of VSLP on
pooled ride-hailing suggests that perhaps one other way to promote pooled ride-hailing would be
to promote the notion of VVSLP through the development of personalized trip plans that show
multiple travel options, including pooled ride-hailing.

The ATEs corresponding to the direct impacts of socio-demographic variables and the
other endogenous variables, when combined with the latent variable effects just discussed, point
to millennials, individuals belonging to ethnicities other than the non-Hispanic White ethnicity
with a graduate degree or higher, and those residing in urban areas as being the most likely to
adopt pooled ride-hailing. In particular, the direct positive effect of being a millennial on pooled
ride-hailing complements the indirect positive effect through the high tech-savviness and VSLP
prevalent among millennials, while the direct positive effect of being of an ethnicity other than
non-Hispanic White complements the low privacy sensitivity in ethnicities other than non-
Hispanic White (as discussed earlier, privacy sensitivity appears to be the most important
consideration in the use of pooled ride-hailing). Similarly, the direct positive effect of being a
non-rural area resident complements the indirect positive effect through the high tech-savviness,
VSLP and GLP among non-rural residents. The direct effects of income suggest that pooled ride-
hailing is likely to be more adopted among individuals in low income households, which
reinforces the positive indirect effect on pooled ride-hailing through the low privacy sensitivity
in this low-income group; however, this low-income group also is less tech-savvy and has a low
VSLP, both of which take away from the positive direct income effect. More generally, the
positive direct effect of low income on pooled ride-hailing is likely a reflection of the cost of
ride-hailing services, which are still high. After controlling for the latent variable effects, the
number of monthly ride-hailing trips would increase by an average of 1.2 trips (over a 30-day
period) if a random individual were transferred from the lowest to the highest household income
category, which indicates that ride-hailing use by the overall employed population can increase
quite substantially if ride-hailing costs significantly drop. In that sense, the introduction of self-
driving ride-hailing fleets, which promise to reduce ride-hailing trip costs, may play an important
role in increasing the demand for ride-hailing services in general, and pooled ride-hailing
services in particular.

We also computed ATEs based on the IHDM model so that we can evaluate the
magnitude of any self-selection effects of residential choice and vehicle availability on ride-
hailing experience and frequency. As expected, ignoring these self-selection effects (as the
IHDM model does) led to a higher magnitude of effect of urban living and vehicle availability on
both private and pooled ride-hailing, as well as on ride-hailing frequency. Similarly, the effect of
being a pooled ride-hailing user on ride-hailing frequency was also over-estimated in the IHDM
model. However, as also anticipated in Section 2.2, these overestimations from the IHDM model
were marginal and statistically insignificant. The important insight is that, at least at the current
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point in time, ride-hailing is a relatively new mobility option within the larger time scale at
which residential choice and vehicle ownership decisions are made. Thus, at least in the very
near term, studies may assume residential location choice and vehicle ownership decisions as
being exogenous to ride-hailing choices, with reasonable confidence that, in doing so, the effects
of residential location and vehicle ownership choices are still "true” causal effects. Of course,
over time, this could change, with ride-hailing not just viewed as a travel mode, but as one
element of a much broader lifestyle choice that includes residential choice and vehicle
ownership. The analysis framework used in this study is thus very general, and can accommodate