Code Documentation for MDCP Model without Outside Good 

This is an addendum to help understand the utility specification in the MDCP model code without outside good. The input dataset specifications, a description of the test data, and the outputs from the test data are also provided in this documentation.  For further details, please refer to Bhat, C.R., M. Castro, and M. Khan (2012), "A New Estimation Approach for the Multiple Discrete-Continuous Probit (MDCP) Choice Model," Technical paper, Department of Civil, Architectural and Environmental Engineering, The University of Texas at Austin, available at: 
http://www.caee.utexas.edu/prof/bhat/ABSTRACTS/MDCP_Model.pdf


Utility Function
The generic form of the utility function used in the code is:
 

, 


where .

The code is written to specify the following restricted configurations of the above generic utility function:

	Configuration
	Utility Function

	_config = 1
	


	_config = 4
	


	_config = 7
	




In the above specifications:
1. 

_config = 1: Separate  values are estimated for all goods, and  values for all goods are constrained to be equal to 1.
2. 

_config = 4:  values of all goods are fixed to be equal to zero, and separate  values are estimated for all goods.
3. 

_config = 7:  values of all goods are fixed to be equal to zero, and  values of all goods are constrained to be equal to 1.

Random coefficients



The code allows to estimate random coefficients for the parameter . Assuming that , the code estimates the elements of the cholesky decomposition of .

If the user sets _randc = 0, no random coefficients are estimated. If _randc = 1, then the random coefficients are estimated based on the values defined for posm and EQMATMSG (see explanation in the GAUSS code).


Covariance matrix



The code allows estimating a full covariance matrix for the random error term. Assume that the error terms are normally distributed as follows  and define  as the covariance matrix of the error differences with respect to the first good. The code estimates the elements of the cholesky decomposition of .

If the user sets _cholk = 0, the estimation is undertaken assuming identically and independently distributed (IID) error terms. If _cholk = 1, a flexible covariance matrix is estimated.


Estimation method
The evaluation of the multivariate normal cumulative density function (cdf) can be time-consuming, especially when the number of alternatives is large. To improve running times, the user can use the Maximum Approximate Composite Marginal Likelihood (MACML) to evaluate the multivariate normal cdf. Details on MACML can be found in Bhat, C.R. (2011), "The Maximum Approximate Composite Marginal Likelihood (MACML) Estimation of Multinomial Probit-Based Unordered Response Choice Models," Transportation Research Part B, Vol. 45, No. 7, pp. 923-939. The  corresponding GAUSS documentation, codes, test data sets, and estimation results are available at: http://www.caee.utexas.edu/prof/bhat/MACML.html 

Set _macml = 1 if using MACML, and _macml = 0 if using the built-in GAUSS function to evaluate the multivariate normal cdf. If using MACML, the user needs to define the options _ranm, _randper and _randd. For details on these options, see:
http://www.caee.utexas.edu/prof/bhat/MACML.html
 




Dataset Specifications
The dataset should be in the form of a GAUSS data file created using the ATOG utility. It should consist of as many rows as the number of observations, one row for each decision-maker. The dataset should also include the following columns with the required variable names. (Note that the variable names should not be given in the dataset, they should be specified when the ATOG utility is used to convert data from text/ASCII format to the GAUSS data format):
1. 
Dependent variables: As many columns as the number of alternatives, with each column containing the expenditure amount for each alternative ()
2. 
Explanatory variables: One column for each explanatory variable ()
3. A column of 1s with a variable name “uno”
4. A column of 0s with a variable name “sero”
5. Case ID: A column of observation numbers (or case numbers) from 1 to number of observations in the data. The name of this column is “id”
6. Price variables: As many columns as the number of alternatives, with each column containing the price per unit consumption for each alternative. This data is required only when there is price variation across goods
7. Weights: One column of estimation-weights to be applied to each decision-maker. This data is required only when weighting is required.

Test data
1. The test data is for a three alternative case
2. It has 9 columns –  x1, x2, x3, z1, z2, z3, uno, sero, id
3. x1, x2, x3: amounts of expenditure on alternatives 1, 2, 3
4. z1, z2, z3 are explanatory variables


This test data assumes no price variation.

Example outputs for the test dataset
(Note that the standard errors of estimates and t-statistics may be very slightly different based on the machine you use)

_config = 1: 

All  values are estimated, and output (captured in D01, D02…parameters).

All  values are restricted to be equal to 1 (captured in the G01 parameter).

	Parameter
	Estimate
	Std.Err
	t-stat

	ASC2
	0.3614
	0.1807
	2.000

	ASC3
	0.3134
	0.1683
	1.862

	beta1
	0.4558
	0.0524
	8.693

	beta2
	-1.0680
	0.0799
	-13.367

	beta3
	0.9847
	0.0676
	14.569

	D01
	0.0000
	0.0562
	0.000

	D02
	0.0792
	0.0520
	1.522

	D03
	0.1848
	0.0609
	3.034

	G01
	1
	.
	.

	sigm
	1
	.
	.

	Mix01
	0.8829
	0.0783
	11.279

	Mix02
	0.6705
	0.0971
	6.909

	Mix03
	0.9007
	0.1216
	7.407

	chol01
	1
	.
	.

	chol02
	0.1517
	0.0774
	1.961

	chol03
	1.0326
	0.0680
	15.178




[bookmark: _GoBack]The elements of the cholesky decomposition of the matrix  are captured in the Mix01, Mix02, Mix03, … parameters. The cholesky matrix should be filled from left to right, and then down.

In this example, the cholesky decomposition of the matrix  is:




The elements of the cholesky decomposition of the matrix  are captured in the chol01, chol02, chol03 … parameters. If there is no price variation, the first entry of the matrix is fixed to be equal to 1. 

The cholesky matrix should be filled from left to right, and then down. In this example, the cholesky decomposition of the matrix  is




_config = 4: 

All values are restricted to be equal to zero (captured in the D01 parameter).

All  values are estimated, and output (captured in G01, G02… parameters).

	Parameter
	Estimate
	Std.Err
	t-stat

	ASC2
	-0.0770
	0.1854
	-0.415

	ASC3
	-0.0205
	0.1886
	-0.109

	beta1
	0.4636
	0.0478
	9.706

	beta2
	-1.0651
	0.0621
	-17.159

	beta3
	1.0276
	0.0408
	25.181

	D01
	0
	.
	.

	G01
	0.9587
	0.1532
	6.259

	G02
	2.1383
	0.3383
	6.320

	G03
	2.9989
	0.5134
	5.841

	sigm
	1
	.
	.

	Mix01
	0.8940
	0.0565
	15.823

	Mix02
	0.6629
	0.0939
	7.062

	Mix03
	0.8698
	0.0875
	9.935

	chol01
	1
	.
	.

	chol02
	0.1312
	0.0638
	2.055

	chol03
	1.0780
	0.0365
	29.569




The elements of the cholesky decomposition of the matrix  are captured in the Mix01, Mix02, Mix03, … parameters. The cholesky matrix should be filled from left to right, and then down.

In this example, the cholesky decomposition of the matrix  is:




The elements of the cholesky decomposition of the matrix  are captured in the chol01, chol02, chol03 … parameters. If there is no price variation, the first entry of the matrix is fixed to be equal to 1. 

The cholesky matrix should be filled from left to right, and then down. In this example, the cholesky decomposition of the matrix  is




_config = 7: 

The  values for all alternatives are restricted to be equal to zero (captured in the D01 parameter).

The  values for all alternatives are restricted to be equal to 1 (captured in G01, G02… parameters).

	Parameter
	Estimate
	Std.Err
	t-stat

	ASC2
	0.6309
	0.0460
	13.718

	ASC3
	1.0121
	0.0423
	23.928

	beta1
	0.4703
	0.0487
	9.664

	beta2
	-1.1443
	0.0650
	-17.617

	beta3
	1.1045
	0.0403
	27.425

	D01
	0
	.
	.

	G01
	1
	.
	.

	G02
	1
	.
	.

	G03
	1
	.
	.

	sigm
	1
	.
	.

	Mix01
	0.9360
	0.0532
	17.608

	Mix02
	0.7064
	0.1015
	6.963

	Mix03
	1.0145
	0.0832
	12.187

	chol01
	1
	.
	.

	chol02
	-0.0096
	0.0658
	-0.145

	chol03
	1.1600
	0.0363
	31.982




The elements of the cholesky decomposition of the matrix  are captured in the Mix01, Mix02, Mix03, … parameters. The cholesky matrix should be filled from left to right, and then down.

In this example, the cholesky decomposition of the matrix  is:




The elements of the cholesky decomposition of the matrix  are captured in the chol01, chol02, chol03 … parameters. If there is no price variation, the first entry of the matrix is fixed to be equal to 1. 

The cholesky matrix should be filled from left to right, and then down. In this example, the cholesky decomposition of the matrix  is
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