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ABSTRACT  
In this study, we model the telework-commute distance decision process as a package choice, and 
use a latent segmentation approach to recognize that some individuals may choose their telework 
arrangement first and then choose their commute distance (their residential location), while others 
may adopt a reverse causal behavioral process. The latent segment modeling methodology 
combines a multiple discrete-continuous probit model for telework adoption/intensity as the 
proportion of monthly workdays worked from home, from the office, and from a variable third 
workplace, with a log-linear regression model for commute distance (the home-to-office distance). 
The data for our analysis is drawn from a 2022 survey of Texas residents. Results suggest that 
about 20% of the population are likely “movers”, whose telework choices led to a residential move 
that changed commute distance, while the other 80% are “stayers”, whose commute distance at 
their predetermined (to telework) residential location changed telework habits. We further quantify 
the impact of teleworking on commute distances by computing the expected commute distance for 
several telework distribution preferences. A shift from 100% in-person work to 100% home-based 
remote work increases average commute distance by 64.8%, while working from a third workplace 
for any portion of a month reduces commute lengths relative to only home-based telework. In 
terms of monthly commute vehicle miles traveled (VMT), working from home for less than 18.6% 
of the month (about once a week) per worker actually increases overall monthly commute VMT. 
Monthly commute VMT reductions become tangible only at about 30-40% telework for each 
worker (about two days of telework per week for full-time workers with 22 workdays per month). 
In general, between 0 to 40% home-based telework per worker (with the remaining percentage at 
the office), there is a 10% commute VMT reduction for each 10% increase in home-based 
telework. In the range of 40% to 80% home-based telework, there is about a 13% commute VMT 
reduction for every 10% increase in home-based telework. And in the range of 80%-100% home-
based telework reduction, there is about a 15% commute VMT reduction for every 10% increase 
in home-based telework.  
 
Keywords: Telework, commute distance, hybrid work, residential location, causal relationship, 
latent segments 
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1. INTRODUCTION 
During the peak of the COVID-19 pandemic, and prior to the widespread availability of 
vaccinations, a significant proportion of the workforce began working remotely (primarily from 
home). This represented a dramatic shift from before the pandemic. To be sure, in the United 
States, only six percent of workers primarily worked from a remote location (home or other) before 
the pandemic, while about three-quarters had never worked from a remote location (Coate, 2021).1  
During the peak of the pandemic in 2020, these percentages rose to 30-40 percent of all employees 
primarily working remote, and fell to less than 40 percent never having worked remotely (Coate, 
2021; Saad and Wigert, 2021; Flynn, 2023). Indeed, many workers had no option but to work 
remotely at the height of the pandemic due to strict lockdown mandates from local governments. 
However, since mid-2021, with the availability of vaccines and other means to control COVID, 
employers have reintroduced the option, and in some cases the requirement, to return to the in-
person designated workplace (in the rest of this paper, for convenience, the in-person designated 
workplace will be referred in short as the “office”). But only about 10% of the US working 
population has returned full-time to working from the office, while rates of never working remotely 
remain under 40 percent (Flynn, 2023), leaving a sizeable percentage of the workforce adopting a 
hybrid work location approach of working remotely on some work days and working from the 
office on other work days (see Asmussen et al., 2024). Such a hybrid approach combines the 
benefits of working remotely as well from the office in terms of social, personal and professional 
considerations. For example, working remotely may offer a better work-family life balance for 
many individuals with time and cost savings, while working from the office can offer socialization 
and better career promotion opportunities (see Belostecinic et al., 2021 and Tahlyan et al., 2022). 
Overall, there is now a widespread consensus that remote work will be more prevalent than in the 
pre-COVID era, based not only on employee experiences during the pandemic, and altered work 
location preferences caused by the pandemic (see, for example, Stefaniec et al., 2022 and 
Asmussen et al., 2023), but also because of generally lower resistance from employers to remote 
work. Besides, remote work has also been spurred on by the relative ubiquitousness of 
communication broadband technology within homes and other non-office work places, facilitating 
seamless communication, access to cloud-based applications, and video-conferencing (Bamieh 
and Ziegler, 2022; Agarwal, 2023). Also, emerging artificial intelligence, robotics, and augmented 
and virtual reality (AR and VR) technologies are enabling individuals in many professions (such 
as in the construction, production, and health sectors) to pursue their traditionally in-person jobs 
remotely, at least in a hybrid setting of working remotely on some days and from the office on 
other days (Higgins, 2017; Anderson et al., 2022).   

The increasing embrace of a hybrid work location arrangement, while facilitated by 
emerging technology and providing many employee-level benefits, may also produce “rebound” 
effects on residential and daily mobility practices (the term “rebound” here is associated with the 
potential negative effects of teleworking, including residential relocation to live farther away from 
the work place because of the lower intensity of commuting). In fact, research studies from even 
before the pandemic (when hybrid work arrangements were more of an exception than the norm) 
have already alluded to such rebound effects. In the context of residential choices specifically, the 
focus on such rebound effects, in large part, has been because of the observed positive association 
between working remotely at least on some workdays and commute distances (we use the terms 

 
1 The verbiage “primarily worked from a remote location” used in this sentence indicates that an employee never 
commuted to an in-person out-of-home designated workplace during the week prior to completion of the American 
Community Survey used by Coate (2021) in the analysis.  
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remote work and telework interchangeably in this paper). That is, teleworkers are almost always 
associated with longer commute distances. But this pre-COVID literature is rather equivocal in 
terms of the directional causal effect between teleworking on the one hand and commute distances 
on the other that leads up to this positive association. In particular, some studies find (or implicitly 
assume) that the ability to telework drives (or at least substantially facilitates) the consideration of 
more far-flung (from the office location) residential locations that otherwise may not have been 
considered. If so, this would imply that teleworking is leading to a higher propensity to move 
residences that are then associated with longer commute distances, and therefore potentially sprawl 
(see, for example, Tayyaran and Khan, 2007; Zhu and Mason, 2014; Alonso et al., 2017; 
Shabanpour et al., 2018; DeVos et al., 2019; Lennox, 2020). On the other hand, another set of 
studies find (or implicitly assume) that the positive association between teleworking and commute 
distances is because those who are already located far away from their workplace (that is, already 
happen to have a long commute distance, due to reasons not particularly related to teleworking 
ability) are more likely to embrace telework as a way to reduce the time, financial cost, and stress 
of long commutes (Ory and Mokhtarian, 2006; Helminen and Ristimäki, 2007; de Abreu e Silva 
and Melo, 2018; Mitra and Saphores, 2019; Gubins et al., 2019). Additionally, it is also possible 
that there is no direct causality between teleworking and commute distance, and that the 
association between the two is purely due to unobserved individual personality and lifestyle 
factors. Especially when trying to extract out causal effects from cross-sectional data (and almost 
all earlier studies of the telework-commute distance relationship have been based on cross-
sectional data), ignoring the jointness of the telework and commute distance decisions can lead to 
biased estimates of the causal direction of effects and their magnitudes (see Bhat 2015 and Tran et 
al., 2016). For example, consider the case when a person is extroverted in personality and that this 
personality trait is not available in any form from a survey. Such a person may like to maximize 
social time within and beyond the office working space, thus deciding to work from the office 
more (telework less) and also stay close to the workplace (short commute). If so, ignoring this 
unobserved negative association between working from the office and commute distance would 
inappropriately elevate the positive causal effect of telework frequency on commute distance (if 
that is the causal direction considered) and also incorrectly magnify the positive causal effect of 
commute distance on telework frequency (if this is the causal direction considered). 

In addition to the not-completely-understood causal direction/jointness issue from earlier 
pre-COVID studies, of course, the telework and commute (or residential choice) landscape has 
also changed quite considerably from before the pandemic. This is not simply in terms of the higher 
telework adoption (whether a worker teleworks at all or not), but also in terms of the (a) intensity 
of telework, (b) locations of telework, and (c) consequent potential alteration of the telework-
commute distance relationship. In terms of the intensity of telework, telework has evolved from a 
predominantly occasional work-from-home practice to a routine hybrid work arrangement. This 
calls for additional emphasis on telework frequency rather than a simple binary distinction of 
whether an individual adopts teleworking at all or not (as was the emphasis of most pre-COVID 
studies prior to the pandemic; see Asmussen et al., 2023 for a detailed review). In terms of telework 
locations, while home was the principal telework location in pre-COVID days, the emergence of 
a third workplace (such as a café, hotel room, or even a beachfront) as another popular remote 
work location adds a new dimension to teleworking arrangements and the association with 
commute distances (Stiles and Smart, 2021; Frick and Marx, 2021; Asmussen et al., 2024). For 
instance, individuals who might be more likely to work from a third workplace (rather than 
working from home or office) may also be associated with residences close to dense urban areas 
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with more third workplace options. Given the general land-use structure of most cities wherein 
workplaces are more likely to be located in dense areas (see Glaeser et al., 2001, Tran et al., 2016, 
and Lorenzo, 2021), this may cause an overall negative association between third workplace 
teleworking and commute distance that is different from the generally observed positive 
association between the home telework-commute distance relationship (note that the term 
“commute distance” in this paper refers strictly to the home-office distance, even if an individual 
works from a third workplace on some days). Thus, it is useful to consider the third workplace as 
a possible telework location distinct from home to better accommodate the effects of the increasing 
adoption of a combination of both home and third workplace telework arrangements on the net 
effect on the telework-commute distance association. Finally, related to the above, in terms of the 
alteration of the telework-commute distance relationship, the pandemic has arguably altered the 
nature of the interplay between telework and commute distance. As telework is more accessible 
today, individuals may make conscious decisions to reside in locations that are farther away from 
their work office, or closer to it, depending on observed and unobserved individual/household 
demographic, lifecycle, lifestyle and personality characteristics (de Abreu e Silva, 2022). In 
particular, while earlier studies suggest that residential location choice determines telework 
decisions much more so than telework decisions determine residential location choice (see, for 
example, Ory and Mokhtarian, 2006 and Mitra and Saphores, 2019), the pandemic may have 
potentially shifted the balance between these two causal directions of effect. Overall, modeling 
telework and commute distance as a package choice becomes more important today to (1) 
accommodate both unobserved factors influencing the two choice decisions, (2) capture the “true” 
causal effect of one decision on another, and (3) allow the possibility that each of the two causal 
structures prevails within different specific population groups.  

The three factors just discussed motivate the current study. In this paper, we model the 
workplace location (WPL)-commute distance decision-making process as a package choice to 
account for unobserved factors as well as use a latent segmentation approach to recognize that 
some individuals may choose their telework arrangement first and then choose their commute 
distance (i.e., their residential location), while others may adopt a reverse causal behavioral 
process. The data for the analysis is drawn from a 2022 survey of Texas residents who are workers, 
have a designated office site (even if they never go in to the office), and have the option of working 
away from the office. As in most earlier studies, we investigate this inter-relationship between 
telework arrangements and commute distance using a cross-sectional data set. While a panel 
(longitudinal) dataset may appear to be more suited to such an analysis because of a temporal 
component associated with the telework-commute relationship, the disruption caused by the 
pandemic can obfuscate the extraction of relationships from the use of before-after COVID panels, 
especially given the short time frame since the onset of the pandemic. At the same time, we believe 
that studying the telework-commute distance relationship in the new altered state (without 
reference to the pre-COVID state) using cross-sectional data has its own merits, particularly so 
because the worst of the pandemic was in the rearview mirror in February-March 2022 (when our 
survey was conducted), with high rates of vaccination, lifting of masking/social distancing 
mandates, reopening of all establishments and workplaces, and a substantially diminished threat 
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of death (or even severe complications) due to the virus.2 Importantly, our survey was deployed 
after the Omicron variant had passed its peak in Texas, and there were no mandatory pandemic-
related safety measures in place in Texas. Actually, all COVID-related mandates/restrictions had 
been lifted in the state as early as March 2021 (Office of the Texas Governor, 2021). Also, when 
asked about what they believe will be their teleworking arrangement in the “not-so-distant future”, 
respondents indicated a work modality distribution that was largely similar to the current work 
modality distribution, suggesting that, at least in Texas, the effects of COVID on work patterns 
had reached a reasonably stable “equilibrium state” from which to tease out the telework-
residential location joint decision process. 

 The modeling methodology combines a multiple discrete-continuous probit (MDCP) 
model for telework adoption/intensity in terms of the proportion of monthly workdays worked (a) 
from home, (b) from the office, and (c) from a variable third workplace, with a log-linear 
regression model for commute distance (that is, the home-office distance). To our knowledge, the 
resulting sample selection-type model, based on a multiple discrete-continuous sample selection 
mechanism, is a first in the literature. Further, to determine the causality of the relationship 
between telework and commute distance, we employ a latent segmentation model, characterizing 
the population into two segments: (1) those for whom telework choices impact commute distance, 
and (2) those for whom commute distance influences telework choices. When investigating such 
causal effects, we accommodate (control for) unobserved individual-specific factors that would 
otherwise manifest themselves as spurious causal effects. Of course, causality is admittedly an 
elusive term in all modeling contexts, including when interpreting the effects of exogenous 
variables such as demographics (leave alone telework choices and commute distance interactions). 
But, relative to other efforts that have pre-imposed a specific pre-analysis causal direction of effect 
over the entire set of individuals, we not only allow heterogeneity across individuals in the causal 
direction pathway effect (through the latent segmentation), but also control for unobserved 
associative effects between telework choice and commute distance. Even so, and as with any other 
model, we cannot claim that our estimated effects are the “true” causal effects at play, but we can 
at least be more confident that, after considering heterogeneity and associative effects, our 
estimates can only be closer to the true "causal" effect of one endogenous outcome on the other. 
In the rest of this presentation, we will use the term “causal” without apostrophes, with the 
recognition that we will never know what the “true” causal directionality of effect and the true 
causal effect magnitudes are.  

The rest of this paper is organized as follows. Section 2 provides a brief overview of the 
relevant literature, and positions the current research within the larger literature landscape. Section 
3 presents the survey administration process, data preparation steps, and the analytic framework. 

 
2 Also, without underplaying the value of panel data for telework-commute distance analysis, it should be noted that 
panel data are not a panacea to study joint decision processes and identify causality. After all, the use of the term 
causality in this paper, as it necessarily is in all interpretations of the term in the scientific literature, is in epistemic 
terms (see Williamson, 2006). Thus, given causal processes are inherently latent (we can never actually observe the 
continuous process of cause-effect thoughts happening in a human brain), all that we really observe is a multivariate 
distribution of the outcomes, whether from panel data or cross-sectional data. Regardless of the type of data available, 
the best we can do as analysts is to use a structured methodological framework to tease out causal inferences in an 
epistemic way through the decomposition of this multivariate distribution into a recursive sequence of cause-effect 
relationships. In this regard, cross-sectional (CS) data, even if handicapped by the lack of observations over time, and 
if supplemented by a structured modeling process, can be viewed as incorporating the time element of causality 
implicitly during the decomposition process (see Wunsch et al., 2010). In the current study, we adopt such a structured 
decomposition. As indicated by Bhat (2022), none of the many data collection approaches can be unequivocally 
considered as providing the “ideal data” or even the “best data” for causal analysis.  
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Section 4 presents model estimation results and goodness of fit measures. Section 5 discusses the 
approach to estimate the repercussions of teleworking on commute-related vehicle miles of travel, 
and discusses policy implications. Finally, Section 6 concludes the paper with a summary 
discussion, along with an identification of future research directions and study limitations. 

 
2. LITERATURE OVERVIEW 
The global shift to remote work during the “lockdown” period of the pandemic has generated 
substantial interest among researchers regarding teleworking. Even prior to the outbreak, telework 
received a good bit of attention, though much of this literature focused on telework adoption 
(whether or not an individual teleworked once or more over a specific period, usually a week) and 
not telework frequency. Also, pre-pandemic investigations confined themselves to home-based 
work as the alternative to working from the office. Since the pandemic, there have some additional 
studies focusing on telework adoption/frequency as well as that have considered a third work place 
(see, for example, Asmussen et al., 2023, Asmussen et al., 2024, Stiles and Smart, 2021, and Cheng 
et al., 2022). In this paper, we do not provide an exhaustive overview of this pre- and post-
pandemic literature on telework adoption/frequency, except those that have expressly considered 
commute distance as an exogenous determinant of telework. The reader is referred to Asmussen 
et al., 2024 for a recent review of the broader telework adoption/frequency literature. Similarly, 
there has been substantial research on the short-term telework impacts on overall travel (work plus 
non-work) over the entire day or over the peak period of the day (see, for example, Pendyala et al., 
1991, Walls and Safirova, 2004, Choo et al., 2005, Perch-Nielsen et al., 2014, Kim, 2017, 
Lachapelle et al., 2018, de Abreu e Silva and Melo, 2018, Hook et al., 2020, Wöhner, 2022, and 
Caldarola and Sorrell, 2022). Some studies have also focused on  the short-term mobile-source 
emissions impacts of teleworking (see, for example, Giovanis, 2018, Shabanpour et al., 2018, 
Cerqueira et al., 2020, Tenailleau et al., 2021, and Krasilnikova and Levin-Keitel, 2022). Recent 
reviews of such short-term telework impacts on travel are available in O’Brien and Aliabadi (2020) 
and Hostettler Macias et al. (2022). Some other studies have examined the longer-term telework 
impacts on significant life decisions such as vehicle purchasing, dwelling unit choice, occupation, 
and family planning (see, for example, Andrey et al., 2004, White et al., 2007, Blumenberg and 
King, 2019, O’Brien and Aliabadi, 2020, Cuerdo-Vilches et al., 2021, and Torbacki, 2021). But, 
of most relevance to the current study is the interplay between telework choices and residential 
location choices, with the latter being proxied by commute distance. Accordingly, in the next two 
sections, we focus on these telework-commute distance studies. However, as already discussed, 
the land-use structure in most cities is such that workplaces continue to be clustered in dense urban 
areas and commute distances are longer for those residing in suburb/rural areas, with the net result 
that there is a strong positive association between commute distance and suburb/rural area living. 
Thus, even if not explicitly considering commute distance, we will also present an overview of 
studies that consider residential built-environment associations with teleworking through the 
characterization of residential neighborhoods as urban, suburban, or rural.  

The next section (Section 2.1) provides an overview of the majority of telework-commute 
distance studies that assume a specific unidirectional causal structure by treating one of the 
dimensions (telework adoption/frequency or commute distance) as the endogenous outcome and 
the other as an exogenous variable. Subsequently, Section 2.2 points out the distinct gap in the 
literature on considering the potential package and bi-directional nature of the telework-commute 
distance linkage. Section 2.3 identifies the salient aspects of the current study.  
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2.1. Unidirectional Causal Linkage 
Almost all previous studies either consider teleworking as being predetermined before residential 
choice (that is, uses teleworking adoption/frequency as an exogenous variable in predicting 
commute distance), or consider residential location as being made rather independently of telework 
arrangements and then commute distance influencing telework choices (that is, uses commute 
distance as an exogenous variable in predicting telework decisions). In the rest of this paper, for 
brevity, we will refer to the first causal direction of effect as TC (teleworking first, commute 
distance next) and the second as CT (commute distance first, teleworking next).3   

Within the group of TC studies, the general consensus is that higher rates of teleworking 
adoption/frequency lead to longer commute distances and higher propensities to live in 
suburbs/rural areas (Nilles, 1991; Mokhtarian, 1991; Melo and de Abreu e Silva, 2017; Lennox, 
2020; DeVos et al., 2018; DeVos et al., 2019; Chakrabarti, 2018). Nilles (1991) and Mokhtarian 
(1991), in two of the earliest empirical studies on the topic, used data from California in the US to 
study the teleworking effects on commute distance. Both the studies observed that about 6% of 
teleworkers (that is, who had at least one day of remote work per month (for the Nilles (1991) 
study or per week (for the Mokhtarian (1991) study) had moved or had plans to move farther away 
from work after beginning to telework, though the sample size of teleworkers in both studies was 
small (less than 75 teleworkers). In more recent studies, using data from the Netherlands, DeVos 
et al. (2019) employed an ordinary least squares (OLS) regression to explore the impact of telework 
adoption (telework at least once a week) on the commute length (though in time and not distance) 
and noted that, on average, the commute time of teleworkers is 12% longer than that of non-
teleworkers. They also observe that the effect of telework on commute distance varies by 
occupation sector and residential neighborhood. In the context of the latter, they conclude that the 
effects of teleworking on commuting time is most pronounced in moderately dense urban areas, 
and decreases as one moves toward more dense urban areas. DeVos et al., 2019 also observe that 
employees who transition to teleworking from a completely non-teleworking arrangement 
experience an increase in commute time of up to 24%. Furthermore, those who telework once a 
week see an increase of 16%, while those who telework more frequently may experience an even 
longer commute of up to 17% (DeVos et al., 2019). In another relatively recent study from data in 
the US, Chakrabarti (2018) reports that the one-way commute distance of individuals who adopt 
teleworking (telework at least one day a month) is, on average, four miles longer than a traditional 
non-telework commuter. Also, in a study in Switzerland, Ravalet and Rérat (2019) examined data 
over a five year period (2010-2015), and again observed that, in 2010, those who worked remotely 
at least one day during the week had a one-way commute distance that is, on average, 4.3 
kilometers longer than a non-teleworker. This difference increased to 8.5 kilometers in 2015.    
 Within the larger second set of CT studies, the general consensus is that individuals 
residing farther from their office are more likely to adopt teleworking and with higher frequency, 
with the view to appropriate long commute times for other uses, as well as to save on high 

 
3 To be complete, we should note that de Abreu e Silva and Melo (2018) use several statistical goodness-of-fit 
measures from a path analysis modeling approach to compare three different relationships between telework frequency 
and commute distance, including: a) teleworking frequency as a function of commuting distance, b) commuting 
distance as a function of telework frequency, and c) a simultaneous bidirectional relationship between commuting 
distance and teleworking frequency. But no information (other than data fit measures) is provided on the simultaneous 
relationship model. Besides, this analysis was conducted before the pandemic in Spain, with very low telework 
frequencies (about 82% of individuals never teleworked even on a yearly basis in their sample). The goodness-of-fit 
measures indicate that the first alternative; telework frequency as a function of commute distance (the CT direction); 
was the preferred specification. And this direction is pretty much the entirety of de Abreu e Silva and Melo’s analysis.  
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commuting costs (see for example, Helminen and Ristimäki, 2007, Asmussen et al., 2023, 
Asmussen et al., 2024, Mergener and Mansfeld, 2021, Adobati and Debernardi, 2022). Along 
similar lines, some studies have investigated the impact of the residential built-environment. The 
findings from such studies has not been always consistent. Most such studies conclude that those 
residing in suburbs/outskirts of cities (that is, generally those with long commute distances) are 
more likely to be high-frequency teleworkers (see, for example, Ettema, 2010, Fu et al., 2012, 
Bhuiyan et al., 2020, Kim and Long, 2022, de Abreu e Silva, 2022, Tahlyan et al., 2022), in part 
because the typically larger homes in suburbs makes things more conducive to home-teleworking 
(Isono and Nara, 2022). Mariotti et al. (2022) found this to be particularly the case with 
“knowledge” workers (as opposed to “essential workers” whose jobs require physical presence at 
the work site), though they also note that “knowledge workers” residing in very rural areas are not 
particularly inclined to telework because of less accessibility to reliable and fast broadband 
networks in remote areas. Contrary to the findings discussed above, a handful of studies have 
reported that it is those who live in urban and densely populated areas (that is, those with typically 
short commute distances) who are more likely to adopt telework and do so frequently (see Beck et 
al., 2020, Haider and Anwar, 2023, López Soler et al., 2021). These studies argue that the 
urbanization of telework is influenced by social factors rather than purely spatial ones, as is 
commonly discussed in relation to commute distance. For instance, urban employees may feel they 
have sufficient social interactions outside of work due to the lively and dynamic nature of city life; 
therefore, these employees may not need to derive additional utility from social interactions in 
their in-person work office, leading them to have a higher preference for remote work (Castrillon 
et al., 2020). Researchers also highlight the digital divide between urban and rural residents, with 
remote work being more feasible in urban areas where jobs tend to offer greater flexibility, in 
contrast to rural areas where more hands-on positions, such as manufacturing, require in-person 
work (Davies, 2021).  
  
2.2. Package/Bidirectional Causal Linkage 
There is an ongoing debate on the direction of causality between telework choices and commuting 
distance, as should be obvious from the discussion in the previous section. Even as they adopt a 
specific causal direction of effect, several studies in the literature have acknowledged the lack of 
literature exploring potential bidirectional causality (see, for example, Mokhtarian et al., 2004; 
Muhammad et al., 2007; DeVos et al., 2019; Ravalet and Rérat, 2019; Elldér, 2020; Hostettler 
Macias et al., 2022). To exemplify this, O’Brien and Aliabadi (2020) state that existing studies 
cannot easily distinguish between the following two possibilities: (1) an employee in a large 
suburban home being more likely to telework due to the long commute distance office, and, (2) an 
employee buying a large suburban home because they have the opportunity to telework and the 
need for larger space (e.g., a home office).  

However, to our knowledge, only one study in the literature has attempted to address this 
telework-commute distance causal relationship direction head-on. Ory and Mokhtarian (2006) 
(OM for short) used data from a 10-year retrospective survey of California workers that included 
current, former, and non-teleworkers (at the time of the survey). They defined a teleworker as any 
individual who worked remotely at least two days a month on average, for at least three 
consecutive months. Through a set of detailed temporal ordering-based descriptive analyses, they 
attempt to understand how telework impacted one-way commute lengths, and vice-versa. The 
suggestion from their results is that teleworkers who moved residences (that is, these individuals 
may be considered to fall in the TC causal direction of linkage) moved closer to their office by an 
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average commute distance of about 4 miles, while those non-teleworkers who moved residences 
and then started telework (may be considered to fall in the CT causal direction of linkage) moved 
farther from their office by an average commute distance of close to 15 miles (for non-teleworkers 
before and after a move, the average commute distance following a move increased by about 1.2 
miles). These results clearly show the kind of obfuscation in the results that can happen if causal 
directions of effect are ignored. Specifically, the positive association between teleworking and 
commute distances, based on the OM study, appears to be driven primarily by the CT causal 
direction of effect rather than the TC causal direction of effect. If these two causal directions are 
not disentangled, and a strictly TC only causal direction is imposed (as in the TC studies identified 
in the earlier section), one would naturally get the biased result that teleworking is substantially 
responsible for longer commute distances and urban sprawl, while the reality may be that 
teleworking actually reduces commute distance. Overall, OM’s results also suggest that telework 
itself does not play any substantial role in residential relocation, with a vast majority of relocation 
instances (about 84%) not preceded and not succeeded by teleworking, and only 6% of relocation 
instances in which teleworking ability was identified as an important reason for the relocation.  

Of course, the OM study was completed well before the pandemic at a time when 
teleworking adoption/frequency rates were low. In fact, this is reflected in the OM study in which 
a person is designated as a teleworker based on a simple binary classification. The total sample 
size (of teleworkers and non-teleworkers) was also low (218 individuals), which restricted their 
study to a strictly descriptive analysis of the data without considering heterogeneity across 
individuals in telework and residential choices. Besides, even with the elegant temporal ordering 
approach of the analysis, additional investigations into whether the inferred “causal” directions are 
actually associations based on unobserved factors or “true” causal effects remains an open 
question. In the current paper, we revisit this package/causality nature of the telework-commute 
distance linkage in a work arrangement landscape that has been altered by the pandemic, using a 
multivariate statistical framework that considers the cardinal frequency of telework choices over 
the period of a month from three different work place locations: home, office, and a third 
workplace. 
 
2.3. The Current Study 
There are several novel aspects of the current study. First, we employ a latent segmentation model 
to acknowledge that one section of the population may have one causal structure, while the other 
may have the other. Our investigation also is able to reveal the relative magnitudes of the two 
groups. While earlier pre-COVID literature suggests that (or even assumes a priori that) distant 
(from work) residential choices are made without much consideration of telework ability/choice 
(that is, that the TC causal direction of effect is rather small to non-existent, and that it is the CT 
causal direction primarily at play; see, for example, OM, 2006, Muhammad et al., 2007; Kim, 
2017; Mitra and Saphores, 2019), there is some evidence recently that the increased 
prevalence/acceptance of teleworking brought on by the pandemic may indeed have generated, for 
a sizeable set of individuals, new housing desires and a higher tolerance for longer commute 
distances (see Lei and Liu, 2022). In this context, to our knowledge, this is the first study to propose 
a formal latent segmentation statistical methodology to capture the market size of each of the TC 
and CT causal effect directions, and apply it in an altered environment after the onset of the 
pandemic. Second, the telework choice outcome takes the form of a multiple discrete-continuous 
(MDC) variable in our analysis that expressly allows the possibility of hybrid work arrangements 
over the period of an entire month, with a cardinal representation of telework frequency associated 
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with the number of days of work from a remote work place location as well as the office. In 
contrast, few earlier studies have considered telework frequency at all, and those that have consider 
it primarily in an ordinal form (such as “less than once per month”, “several times a month”, “once 
a week”, “2-4 times a week, and “always”, or similar ordinal categorizations) or use a strict time 
frame of one week that may not fully capture teleworking arrangements over longer periods (see, 
for example, Popuri and Bhat, 2003, Sener and Bhat, 2011; de Abreu e Silva and Melo, 2018; 
Shabanpour et al., 2018; Beck et al., 2020; Zhang et al., 2020). Our cardinal representation for 
frequency enables us to more precisely estimate the effect of teleworking on commute VMT. 
Third, we consider “home” and “third workplace” (such as a coffee shop or a hotel room) as two 
distinct telework locations, and estimate the adoption/frequency of telework from each of these 
distinct locations. As discussed earlier, this enables us to estimate a different kind of telework-
commute distance relationship for the third workplace (for the so-called digital nomads) relative 
to home.4 Fourth, even within each latent segment, we consider the two outcomes of interest; 
telework adoption/frequency and commute distance; as resulting from a joint package decision 
that is impacted by observed as well as unobserved individual personality/lifestyle characteristics 
(that is, we account for error covariances between the two outcome variables in each latent 
segment). After accommodating such observed and unobserved characteristics, the direct 
endogenous effect (i.e., the effect of one dependent outcome on the other) may be considered a 
“true” causal effect within the context of a joint package decision. Fifth, and related to the above 
point, from an econometric standpoint, we formulate, for the first time to our knowledge in the 
econometric literature, a switching/sample selection model of commute distance based on an MDC 
selection choice. Further, we propose a methodology to compute treatment effects within this new 
model context, and implement it to estimate the net effect of telework on commute distance.  
 
3. DATA  

 The Survey  
The primary source of data for the study originated from a workplace location (WPL) choice 
survey undertaken by the authors as part of a project funded by the Texas Department of 
Transportation. The survey administration process included a suite of recruitment strategies: e-
mails to city chambers of commerce across the state of Texas, professional organizations, media 
outlets, and a database of roughly 55,000 Texas residents’ email addresses. This multi-pronged 
recruitment effort enabled us to reach employees in a range of industries and sectors. Survey access 
was restricted to individuals who were employed Texas residents, had a designated physical office 
in the local area at the time of the survey (even if they never commuted to that location), and had 
no specific mandatory requirement to be at the office all days of the month (except during periods 
of absence from work due to sick leave or other sanctioned leaves). Of the 1,400 respondents from 
the target population (workers in Texas), 463 individuals did not adequately respond to commute 
and current workplace-related questions. We also removed 113 individuals who reported to have 
switched employers during COVID, just to maintain stability of the office location so that the final 
sample for analysis included only those who worked in the same firm and with the same office 
location.  This left us with a final sample of 824 respondents.  

The survey elicited information about travel behavior and mobility choices, mode usage, 
and activity engagement. Pertinent to this study, the survey elicited information on work 

 
4 The term “digital nomad” has existed even before the pandemic. But the label started receiving renewed attention 
after the COVID pandemic, referring broadly to anyone who works remote (potentially at different places on different 
workdays) and uses a digital device to connect to the office (see Hannonen, 2020 and Nash et al., 2021). 
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arrangements at the time of the survey, including the number of workdays in the past month, and 
the number of workdays worked at each of three workplace locations: home, office, and a third 
workplace. Additionally, individual and household socio-demographics, and information on the 
current office and home location, were obtained. Finally, respondents were asked to report both 
the distance and time between their residence and in-person work office.  

 
 Data Description 

3.2.1 Sample Description 
Table 1 provides information on the individual/household characteristics of the sample of 824 
individuals used in our analysis. Our sample consists of only Texas employed individuals, which 
we are able to compare with the gender, age, and income from the Census Bureau’s five-year 
American Community Survey (ACS) data. The ACS also does provide Texas worker-specific 
descriptive data related to the formal education level, presence of children (by age) and occupation 
split in Texas, but groups them differently than in our survey, so we are unable to compare these 
descriptive statistics from those from our sample. Additionally, the household structure and 
residential attributes in Table 1 are not available specific to Texas workers in the ACS. So, Table 
1 only shows the comparable ACS-based Texas worker percentages for gender, age, and income. 
Clearly, the comparison with the ACS data shows that our sample exhibits a high proportion of 
women, those aged 50-64 years, and those with a household annual income in the range of $100-
150K, relative to the Texas working population (U.S. Census Bureau, 2022).  

In terms of residential attributes, about one-fifth of sample respondents report residing in 
an urban area and a similar percentage report residing in a rural area, while a vast majority (57.2%) 
report residing in suburban areas (respondents were asked to characterize their neighborhood of 
living in one of these three categories). Most sample respondents also report owning their home, 
and indicate that they have a private study in their home. Finally, in terms of job characteristics, 
the office location variables indicate an expected skew toward high density locations.5 Not 
surprisingly, a high proportion of respondents are full-time (working 30 or more hours per week) 
and not self-employed. A substantial percentage (80.7%) of respondents work 20-24 days of the 
month, with a non-insignificant 13.0% working 25 days or more in the month. Also, respondents 
are largely employed in occupations that are remote-work friendly (e.g., education/social services, 
managerial/technical, and professional services). Very small percentages are employed in 
occupations that may be viewed as more of “essential” in-person in nature (such as retail sales/food 
services and healthcare).   

As indicated earlier, we are unable to compare many demographic/residential attributes 
with the population characteristics of Texas workers. However, we are able to examine the 
representativeness of our sample on work characteristics by comparing with the 2020 Texas 
Census (Texas Demographic Center, 2022).6 In fact, we also considered an alternative weighted 
approach for presenting the descriptive statistics in Table 1, by developing weights based on the 
ACS-based Texas worker population splits of age, gender, and income. But, the resulting weighted 

 
5 Respondents identified the zip code of their work location, which was used to link built environment variables and 
compute density as the ratio of number of jobs to unprotected acreage. Based on Ramsey and Bell (2014), zip codes 
with an employment density less than 0.3 jobs per unprotected acre of land are classified as low density, while those 
with 0.7 or more jobs per unprotected acre of land are classified as high density.  All other zip codes are classified as 
medium density. 
6 Note, however, that the 2020 Texas Census does not provide comparable demographic/residential attribute data to 
our sample, because it only provides the demographic characteristics of the Texas population as a whole without 
partitioning based on being employed or not.  
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sample descriptive statistics for work characteristics are generally worse (when compared to the 
2020 Texas Census) than those from our unweighted sample. In particular, while there is an 
underrepresentation of part-time employees (work hours per week < 30 hours) in our sample (4.4% 
of the sample relative to 11.4% of the Texas population), the weighted sample reflects an 
overrepresentation by about an equal amount. Both the weighted and unweighted samples are 
fairly representative of the professional services and information/finance industry sectors that we 
are able to compare with the 2020 Texas Census, being off by less than 3.5% from the population 
values (11.9% of the Texas population works in the professional services industry, while 8.5% of 
the Texas population works in the information/finance sectors). With regard to commute time, in 
Texas, the average commute time from the Census data is 26.4 minutes, while that from our 
unweighted sample is 24.0 minutes, compared to a substantial underestimation from the weighted 
sample of 14.7 minutes. Additionally, the average number of days an employee works in a month 
from the Census data is 22 days; the unweighted sample mean is very close at 21.8 days relative 
to 20.8 days from the weighted sample). Also, relative to the 75.4% of employees with a commute 
time longer than 15 minutes, our unweighted sample statistic of 74.3% is far better than the 
corresponding weighted sample statistic of only 44%.   

Overall, while we could have presented the weighted statistics in Table 1 rather than the 
unweighted statistics, we choose the latter because weighting just based on age, gender, and 
income actually makes the descriptive statistics for the work characteristics generally worse off. 
This is because the combination of the variables in our unweighted sample is such that it reflects 
the employment characteristics of the Texas population better than the restrictive weighting 
scheme dominated by just three demographic variables. Thus, we stick with the unweighted sample 
statistics in Table 1 as well as present the descriptive statistics of the main work-related outcome 
variables in the next section too based on the unweighted sample (but we provide the weighted 
statistics too for comparison purposes). 

 
3.2.2 Main Outcome Variables Description 
There are two main outcome variables in this study. The first outcome of interest relates to 
teleworking choice and the second is the commute distance (from the individual’s home to the 
office). There is no good information to compare the teleworking adoption/frequency outcome 
from our survey with what was on the ground in 2022, and the Texas Census does not provide 
information on commute distance among Texas workers (only provides information on commute 
time).  

The first telework choice dimension takes the form of a multiple discrete-continuous 
(MDC) variable (see Bhat 2008 for further details about such variables). Essentially, an MDC type 
variable is characterized by the discrete choice of multiple alternatives (i.e., whether or not an 
alternative is chosen), along with a continuous quantity allocated to each chosen alternative. In the 
context of the survey used in this study, individuals were asked to provide the distribution of their 
“days of work over the past month” across three work place location (WPL) alternatives – “Work 
from home”, “Work from the office”, and “Work from a third workplace”. Here, the discrete 
dimension refers to whether or not each of these WPL alternatives is chosen at least once during 
the month, and the continuous dimension refers to the (cardinal) number of workdays in the month 
allocated to each WPL that has a non-zero allocation. Strictly speaking, the alternatives in the 
MDC outcome represent WPL alternatives, though we will refer to the MDC outcome itself as the 
telework choice, because, given a certain number of workdays in a month (considered exogenous), 
the number of office location days can be obtained immediately from the number of home and 
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third WPL days (that is, we will refer to the MDC outcome as telework choice, though the 
alternatives of this telework choice will include all the three WPL alternatives of home, office, and 
third workplace). In this context, in our MDC representation of the telework decision, we use the 
(cardinal) fraction of days of the month worked at each WPL as the actual dependent outcome 
(rather than the actual number of days of month worked at each WPL), with the fractions having 
to necessarily sum to one across the three WPLs for each respondent. This fractional-split MDC 
outcome is modeled using the approach proposed by Bhat (2008), which expressly acknowledges 
that each WPL may satisfy specific functional, social, productivity, emotional, privacy, visibility, 
networking, financial and other personal/professional objectives to different extents. As a 
consequence, individuals will choose, over a certain period of time and within the context of their 
chosen/current career, a combination of the three different WPLs to satisfy their respective 
personal and professional desires. As discussed at length by Asmussen et al. (2023), telework 
decisions today may be better characterized as a utility-maximizing multiple discrete “horizontal” 
choice situation in which individuals balance the many pros and cons of each WPL to determine 
an ideal mix of WPLs over the period of a month (or other specific time periods).  

Figure 1 provides the descriptive (unweighted) statistics of the MDC telework dimension 
across the 824 individuals, using a Venn diagram for ease in understanding. The results show that, 
over the course of a month, 47.5% of respondents have at least one working day from home, while 
93.8% have at least one working day from the office and only 5.2% with at least one workplace 
instance. These percentages are shown at the outer edges of each of the WPL circles (the 
corresponding weighted statistics are 41.2% with at least one working day from home, 95.3% with 
at least one working day from the office, and 7.3% with at least one third workplace instance). 
Further, and also shown at the outer edges, the mean number of days of participation from home 
across those who have at least one day of home-based work in a month is 9.8 days (weighted value 
is 10.7 days). The corresponding mean for those with at least one day of work from office is 17.9 
days (weighted value is 16.9 days) and for work from the third workplace is 4.4 days (weighted 
value if 4.3 days). Figure 1 also shows that fully remote work, as was the work arrangement during 
the height of the pandemic for a significant percentage of workers, is no longer the case today, 
with only 51 (=47+3+1) of the 824 workers (constituting 6.2% of the unweighted sample) working 
fully remote (the corresponding weighted sample percentage of fully remote workers is 6.5%). 
But, also important to note is that only 427 individuals (51.8% of individuals) work all days of the 
month from the work office with no remote work whatsoever (that is, 48.2% work remotely at 
least once a month; the corresponding weighted statistic shows a lower amount of “at-least-once-
a-month remote work” at 41.6%).  

Other numbers in the Venn diagram provide the number (percentage) of individuals in 
other combinations of WPL locations. The significant overlap in the circles (that is, individuals 
working from more than one WPL) is obvious and reinforces the fact that telework choices over a 
period of a month is a multiple discrete-continuous situation. Specifically, close to 42.4% of the 
occasions involve the choice of a hybrid of WPLs rather than a single WPL to work from (the 
corresponding weighted statistic is lower at 37.1%). The most popular WPL combination is only 
working from the work office (at 51.8% of the entire sample), while the second most chosen option 
is working from both home and the office (at 37.3% of the entire sample). The WPL combinations 
that include working from the third workplace have the lowest share. Not surprisingly, the third 
workplace alternative, if teleworked from, is typically part of a hybrid work arrangement of 
participating in all three WPLs.  
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The second outcome of interest, the commute distance, is used as a continuous variable in 
our analysis. The median one-way commute distance reported in our sample is 10.0 miles (much 
lower at 6.0 miles based for the weighted sample), while the average one-way commute distance 
is 13.7 miles (lower at 11.3 miles in the weighted sample). Note that we use the natural logarithm 
of the commute distance in our modeling analysis as the endogenous outcome to accommodate the 
rightward skew, and positivity, of the outcome.  
 Figure 2 presents the overall relationship between telework (regardless of the location of 
telework, whether home or the third workplace) and commute distance (one-way). From the figure, 
we observe a gradual increase in the mean commute distance with an increase in telework, but 
only up to 75% telework (in terms of number of days in the month teleworked). This is consistent 
with the general literature finding that teleworkers (and frequent teleworkers) are associated with 
longer commutes. However, those with the highest levels of teleworking (>75% telework) are the 
ones with the shortest mean commute distances, with those working fully remote associated with 
the shortest distance between their home and office. In fact, those working fully remote are 
associated with a mean commute distance that is close to 1.25 miles shorter than those working 
fully from the office. Figure 3 presents the relationship in reverse, with teleworking as a function 
of commute distance. From this figure, we notice that the mean telework percentage (remote work 
days as a percentage of total work days) increases from 19.7% for those with a commute distance 
in the 0-8 mile range to 28.2% for those with a commute distance in the 8.01-15 miles range. 
However, there is a drop in mean telework percentage beyond the commute distance of 15 miles. 
Of course, these figures do not account for heterogeneity across individuals, nor do they provide 
any sense of whether the relationships observed are pure associations (through unobserved 
individual-related factors), or causal TC or CT effects. But it does immediately raise the 
importance of considering telework frequency in cardinal form and over longer time periods than 
a week, rather than treating telework in binary form or in an ordinal form within a short time frame 
such as a week. 
 
4. MODELING FRAMEWORK 
The joint modeling framework consists of an MDC variable for the workplace location dimension 
and a continuous outcome variable (in logarithmic form) for the commute distance dimension. The 
model system consists of several components. A latent segmentation model component is  
employed to probabilistically assign individuals into one of two causal segments, considering their 
individual and household-level attributes. Subsequently, within these segments, both the 
workplace location and commute distance endogenous outcomes of interest are jointly modeled 
(accommodating unobserved factors), incorporating socio-demographic, household, employment, 
residential, workplace and other observed variables. Furthermore, within each segment, the 
unidirectional effects of one endogenous outcome on the other are modeled. Figure 4 provides a 
simplified conceptual visualization of the model framework. In this section, we first provide the 
mathematical formulation for this joint model system within each of the two latent segments 
representing the TC and CT causal effect directions, and subsequently discuss the latent 
segmentation modeling approach. 
 

 Joint Model Framework Within Each Segment 
Consider an individual q (q=1, 2, 3,…, Q) facing a multi-dimensional MDC and continuous 
outcome choice system, and assume that the individual belongs to a specific segment h. However, 
for the time being, we will drop the subscript h for presentation ease and re-introduce this segment-
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based index later on in Section 4.2. We will first discuss the MDC component followed by the 
continuous outcome component. The MDC component discussion is based on Bhat (2008), Bhat 
et al. (2013), Bhat et al. (2014), Bhat (2015), and Bhat et al. (2016) 

For the MDC component, let 1 2( , ,..., )q q q qKx x xx  be the vector containing the proportion 

of number of days of work from each WPL k (k=1, 2, 3,…, K; K=3 in our empirical application). 
Then, following Bhat (2008), consumer q maximizes utility subject to a proportion binding 
constraint: 

1

max ( )   ln 1
K

qk
q q qk qk
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( )q qU x  refers to the utility accrued by the individual in the allocation across WPLs as contained 

in vector qx . qkψ  is the baseline preference of WPL k, determining participation and in the 

alternative k for individual q, while qk  ( qk >0) is a translation parameter that serves the dual role 

of enabling zero allocations (that is, corner solutions) as well as accommodating satiation effects. 
Lower values of qk  imply higher satiation for WPL k (or lower proportion of number of days of 

work from WPL k; see Bhat, 2008 for details). To develop an econometric model, we parameterize 

qkψ  and add stochasticity as follows: 

exp( ),qk qk qk  β z  (2) 

where qkz  is an E-dimensional exogenous variable vector corresponding to individual q and 

alternative k (including a constant), as well as, for the CT segment (but not for the TC segment), 
the commute distance endogenous outcome. β is a corresponding coefficient vector  (of dimension 
E×1), and qk  captures idiosyncratic (unobserved) characteristics. For each consumer, across  the 

error terms qk , we assume a multivariate normal distribution: 

1 2( , ,..., ) ~ ( , )q q q qK K KMVN   ξ 0 Λ , where ( , )K KMVN 0 Λ  indicates a K-variate normal 

distribution with a mean vector of zeros denoted by K0  and a covariance matrix Λ. 

The optimal consumption allocations may be derived from Equation (1) by forming the 
Lagrangian and applying the Karush-Kuhn-Tucker (KKT) conditions as follows (after substituting 
Equation (2) in Equation (1)): 
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where q  is the Lagrangian multiplier associated with the binding proportionality constraint. Then, 

the first-order conditions (FOCs) for the optimal fractional allocations (the *
qkx  values) are given 

by: 
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1*
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Of course, in addition to satisfying the FOCs above, the optimal fractional allocations 

should also meet the constraint *
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  That is, only K–1 of the *
qkx  values need to be estimated. 

To accommodate this constraint, let qm  be the consumed good with the lowest value of k for the 

qth consumer (note that at least one WPL must be selected by the worker during the month; that is, 
*
qkx >0 for at least one k). For the good qm , since it is, by construction, consumed, the Lagrangian 

multiplier may be derived from Equation (4) as: 
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Substituting for q  from above into Equation (4) for the other goods k ( 1, 2,...,k K ; qmk  ), and 

taking logarithms, we can rewrite the KKT conditions as: 

q qqk qk qm qmV V    , if 0* qkx , 1,2,...,k K , qmk   (6) 

q qqk qk qm qmV V    , if 0* qkx , 1,2,...,k K , qmk  , 
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q qqkm qk qmy y y   the KKT conditions 

in Equation (6) are equivalent to: 
* 0

qqkmy  , if 0* qkx , 1,2,...,k K , qmk    (7) 
* 0

qqkmy  , if 0* qkx , 1,2,...,k K , qmk  . 

Three significant identification issues warrant attention in this context, as the KKT 
conditions outlined above are based on differences, as reflected in the *

qqkmy  terms. These 

identification considerations are discussed in detail in Bhat et al. (2013)  
First, the constant and coefficients on consumer-specific exogenous variables cannot be 

identified within the term qkβ z  for one of the K WPLs, and so one of the WPLs is chosen as the 

base. Second, because only error differences matter, only the elements of the covariance matrix 

1Λ  of 1 1qk qk q    , 1k   are estimable (taking error differences with respect to the first WPL 

without any loss in generality). But the KKT conditions use differences relative to the first 
consumed good qm  for consumer q. Correspondingly, the analyst needs the covariance matrix 

qmΛ  when translating the KKT conditions to the qth individual’s consumption probability. Since 

qm  is not the same across consumers q, the covariance matrix 
qmΛ is also not the same across 

consumers. But all the 
qmΛ  matrices must conform to the same covariance matrix Λ  of the 

original error term vector qξ . A way to ensure this consistency is to construct Λ  from 1Λ  by 

expanding 1Λ  with an additional conformable column of zero elements to the left and an additional 
conformable row of zero elements on top. Third, for scale normalization purposes, we restrict, 
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again without any loss in generality, the second row-second column element of Λ  to the value of 
one. 
 For efficiency in bookkeeping and ease of presentation, we provide the vectorized forms 
of the key variables discussed so far. To do so, stack qky , qkV , qkξ , and qk  into K×1 vectors: 

)',...,,( 21 qKqqq yyyy , )',...,,( 21 qKqqq VVVV , )',...,,( 21 qKqqq ξ ,  and 1 2( , ,..., )'q q qK   , 

and let ),...,,( 21  qKqqq zzzz  be a K×E matrix of variable attributes. Then, we may write, in vector 

notation,  

 q q qy V ξ .                   (8) 

Equation (8) above defines the underlying system of equations governing the MDC 
component (WPL) of the joint framework. We will now discuss the continuous component of the 
framework, which is related to the commute distance dimension. To proceed, let qy


 be the 

continuous variable denoting the logarithm of the commute distance for individual q. Then, in the 
usual linear regression fashion, we may write: 

,q q qy  w
                   (9) 

where qw  is an ( 1)A  vector of exogenous variables (including a constant) as well as, for the TC 

segment (but not the CT segment), the observed values of WPL proportions of the multiple-
discrete choice outcome variable.   is a corresponding compatible coefficient vector and q


 is the 

random error term, assumed to be normally distributed with mean zero and scale σ .  
To configure the joint framework, we may combine Equations (8) and (9) in the following 

way, forming a unified system of equations. To do so, let = q
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q

 
   

V
B

w
  [(K+1)×1] vector 

σ

 
   

Λ 


  [(K+1)×(K+1)] matrix 

where,   is a (K ×1) vector capturing the correlations between the continuous commute distance 
variable and the MDC alternatives (i.e., the workplace locations), with the first element of this 
vector being zero (to be consistent with the identification issues discussed earlier in the context of 
the Λ  matrix). Then, we can write +1~ ( , )q K qMVN


y B  . 

For model estimation, if we knew the latent segment to which an individual belonged, we 
can derive the probability of the observed vector * * * *

1 2( , ,..., )q q q qKx x xx  containing the proportion 

of number of days of work from each WPL k and the observed (log of) commute distance qy


.  To 

obtain this probability expression, we will first define a [K×(K+1)] contrast matrix qM . The 

contrast matrix provides an efficient matrix mechanism to take the appropriate differences of the 
underlying functions described in Equation (7) with respect to the reference good qm  and to 

construct the differenced covariance matrix, and is akin to the ‘mask’ matrix used in multinomial 
probit models (see for example, Chapter 5 of Train, 2009). To construct this contrast matrix, first 
initialize all the elements of the matrix to zeros. Then, fill the first (K–1) rows and K columns with 
an identity matrix of size K–1 with an extra column of “–1” values added at the th

qm  column. 
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Finally, insert a value of one at the Kth row and (K+1)th column position. With qM  as defined, we 

may write ,= ~ ( )q q q K q qMVN*y y H


M Ψ , where q q qH BM  and q q qΨ = M M . Next, partition 

the vector q
*y


 into a sub-vector *
,q NCy  of length ,q NCD ×1 ( ,0 1q NCD K   ) for the non-consumed 

WPLs, and another sub-vector *
,q CCy  of length ,q CCD ×1 ( ,1 q CCD K  ) for the consumed WPLs 

(except the base WPL qm ) and the continuous outcome (note that , ,q NC q CCD D K  ). Let 

   , ,* * *
q q,NC q,CC=

  
 
 

y y y    which may be obtained from q
*y


 as * ,q q q R
 *y y  where qR  is a re-

arrangement matrix of dimension K×K with zeros and ones. The first (K–1)×(K–1) submatrix of 

qR  corresponds to the MDC component. qR  is designed as follows. Consider a consumer q who 

selects WPLs 1 and 2 for consumption. Thus, 1qm  , the number of non-consumed goods equals 

one (corresponding to WPL 3), and the number of non-base consumed WPLs also equals one 
(corresponding to WPL 2, with good 1 serving as the base needed to take utility differentials). 
Then, the first (K–1)×(K–1) sub-matrix (2×2 sub-matrix in our empirical case) of the re-
arrangement matrix qR  can be defined with respect to goods 2 and 3 in the following way, with 

the element at the Kth row and Kth column of qR  being one (and the rest of the elements of the Kth 

row and Kth column being zero): 

,

,

0 1 0

1 0 0 ,

0 0 1

q NC

q

q CC

   
       
     

R

R
R

  (10) 

where the upper sub-matrix ,q NCR  corresponds to the non-consumed goods (of dimension 

,q NCD K ) and the lower sub-matrix ,q CCR  corresponds to the consumed goods and the continuous 

outcome (of dimension ,q CCD K ). Consistent with the above re-arrangement, define q q qH H R  

and q q q qΨ = R Ψ R .  

In the rest of this section, we will use the following key notation: (.; , )Gf Σμ  for the 

multivariate normal density function of dimension G with mean vector μ  and covariance matrix 

Σ , Σω  for the diagonal matrix of standard deviations of Σ  (with its rth element being rω ,Σ ), 
*(.; )G Σ  for the multivariate standard normal density function of dimension G and correlation 

matrix *Σ , such that * -1 -1 Σ ΣΣ ω Σω , ),;(. ΣμGF
 
for the multivariate normal cumulative distribution 

function of dimension G with mean vector μ  and covariance matrix Σ , and );(. *ΣG  for the 

multivariate standard normal cumulative distribution function of dimension G and correlation 
matrix .*Σ  Let   be the collection of parameters to be estimated within each latent segment:

 , , , Vechup( ) ,
     

 
      where the operator Vechup(.)  row-vectorizes the non-zero upper 

diagonal elements of a matrix. Then, if we knew the latent segment to which an individual 
belonged, the joint probability of the observed WPL fractional vector * * * *

1 2( , ,..., )q q q qKx x xx  and 
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the observed log(commute distance) qy


 for individual q (which from an estimation standpoint may 

also be considered as the likelihood function for individual q given the parameter vector  ) may 
be written as: 

 ,

,

0
*

, ,Prob ( , ) ( ) det( ) , ; , ,
q CC

q NC

q q q q q K q NC L q q q NCy L f d


   Ψ
 

t

x J t 0 H t   (11) 

where det( )qJ is the determinant of the Jacobian of the transformation from qy  to the consumption 

quantities *
qx  (see Bhat, 2008): 

 *
*

1
det( )

qq

q qk qk
kk qk qk

x
x


 

            
J
CC

,  (12) 

where qC  is the set of WPLs with non-zero work days for consumer q (including WPL qm ). 

Using the marginal and conditional distribution properties of the multivariate normal 
distribution, the probability in Equation (11) can be written as: 

, , , ,

*
, , , ,Prob ( , ) ( ) det( ) ( ; , ) ( ; , )

q C q CC q NC q NCq q q q q D D q CC q CC D D q NC q NCy L f F   x J 0 H 0 H
  Ψ Ψ   (13) 

 
,

, ,, ,

1

1 * 1 *
, , , ,

1

det( ) ( ( ), ) ( ( ), ), 
q CC

q CC q NCq,CC q CC q NC

D

q D q CC q CC D q NC q NC,g
g=




  
      

 
J H H  


Ψ Ψ Ψ

ω ω Ψ ω Ψ  
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* . 

The multivariate normal cumulative distribution (MVNCD) function in Equation (13) is of 
dimension ,q NCD , which can have a dimensionality of up to (K–1). The positive-definiteness of   

can be ensured by using a Cholesky-decomposition method and estimating these Cholesky-
decomposed parameters. 

 
 Latent Segmentation Model 

The derivation thus far discusses the joint modeling framework assuming we know the causal 
directionality (whether the TC or CT causal direction) at play for the individual. That is, the 
probability in Equation (13) is for the (TC or CT) segment to which the individual belongs. 
However, we do not observe this causal directionality.7 Thus, we use a latent segmentation 

 
7 The survey did not include a question in the survey instrument asking respondents to indicate which causal direction 
applied to their decision process. In any case, while such self-reported causality may be another data point for 
triangulation purposes, cognitive psychology literature indicates that self-reports are much better at recalling 
individual events than at tracing the causality sequence between events. This is because of a number of hard-wired 
cognitive biases (see, for example, Sloman and Lagnado, 2015; Hastie, 2015; Le Pelley et al., 2017, and Watkins, 
2019) that tend to creep up when trying to ascribe causality, including (but not limited to) putting forward the first 
explanation that comes to mind (the “take-the-first heuristic”), simply not responding or arbitrarily making up a 
relationship to avoid cognitive effort (“law of least mental effort”), and attempting to rationalize a decision process as 
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approach in our analysis, in which we write the probability of the individual being in segment h 
(whether in the TC or CT segment) itself as a function of individual exogenous variables.8 In this 
latent segmentation approach, the probability of the observed WPL fractions and commute 
distance in Equation (13) is specific to a particular segment, h, which may be represented as 

*Prob ( , ) ( ),qh q q qh hy L
x  with parameters  , ,  Vechup( )h h h h h h

    
 

       specific to latent 

segment h. Although the actual assignment of individual q to a specific segment is not observed, 
it is possible to attribute a probability ( 1, 2, , ; 2 in our empiricalanalysis)qh h H H    to 

individual q belonging to segment h. The conditions that 10  qh  and 1
1




H

h
qh  must be met. 

To enforce these restrictions, following Bhat (1997), the following logit link function is used: 

1

exp( )

exp( )

h q
qh H

j q
j









a

a




,  (14) 

where, h  is the corresponding (J×1) vector of parameters specific to segment h, qa is the 

corresponding (J×1) vector of individual characteristics of individual q, and 0H   serves as a 

vector identification condition. Defining 1[ ,..., ; ,..., ] ,H h H          then the overall probability of 

the observed WPL fractions and commute distance (that is, the likelihood function for individual 
q) is: 

*

1 1

( ) Prob ( , ) ( )
H H

q qh qh q q qh qh h
h h

L y L 
 

    
x   (15) 

and the overall likelihood function is then given as: 

( ) ( ) .q
q

L L     

Bhat’s (2018) matrix-based approximation method for evaluating the multivariate normal 
cumulative distribution (MVNCD) function may employed to evaluate the integral embedded in 
the likelihood function for any value of K. In the empirical case at hand, this MVNCD function 
evaluation is only of dimensionality two, which can be evaluated rapidly.  

 

 
a carefully orchestrated cause-effect pathway even if such clarity in thought may not have actually existed (labeled 
sometimes as the “causality heuristic”).  
8 The latent segmentation approach is essentially an application of finite-mixture models. Finite mixture models may 
be used to allow for greater flexibility in modeling unobserved heterogeneity in the population. As the number of 
mixture components increases, this becomes tantamount to a non-parametric unobserved heterogeneity distribution 
(see Bhat and Lavieri, 2018 and McLachlan et al., 2019) for a detailed discussion. But another (and most widely used) 
application of finite mixture models, as in the current paper, is to consider situations where each mixture component 
is viewed as representing a distinct population group (or cluster of individuals) with unique sensitivities to exogenous 
variables or unique decision mechanisms (see McLachlan and Peel, 2000). This one-to-one correspondence between 
clusters and mixture components has a long history, connecting mixture models with cluster models (also sometimes 
referred to as classification models), beginning with the work of Tiedeman (1955) (see McNicholas, 2016 and 
McLachlan et al., 2019 for reviews of finite-mixture based cluster/classification models). In the transportation field, 
latent segmentation has been used to represent the causal direction of effect at play in many research papers, including 
Waddell et al., 2007, Angueira et al., 2019, Astroza et al., 2019, Keya et al., 2021, and Batur et al., 2024.  
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5. MODEL ESTIMATION RESULTS  
The final model specification was developed through a systematic method of testing several 
functional forms and combinations of explanatory variables, while removing statistically 
insignificant ones. Estimation was undertaken using codes and routines written by the research 
group in the GAUSS matrix programming language (Aptech, 2022). Exogenous variables 
collected in categorical form as opposed to a continuous form were considered as dummy variables 
in the most disaggregate form available, and progressively combined based on statistical tests to 
yield parsimonious specifications. Further, we explored the effect of work days from each WPL 
alternative on commute distance (for the TC causal latent segment) in direct fractional form (as a 
continuous endogenous explanatory variable) as well as ranges of the fraction (as a series of 
dummy endogenous explanatory variable). Similarly, we considered the effect of (ln) commute 
distance on telework choice (for the CT causal latent segment) directly as a continuous endogenous 
explanatory variable as well as a series of ranges of commute distances. In all our specification 
explorations, the dummy variable representations for telework frequency (for the TC latent 
segment) and commute distance (for the CT segment) outperformed the corresponding continuous 
specifications.  

A few other notes about our estimation procedure and specification. First, the objective of 
this paper is to investigate individual-level causal relationships between exogenous variables and 
the outcomes of interest, as well as the causal relationships among the outcomes themselves. In 
undertaking such a causal analysis, there is no reason that the exogenous variables should strictly 
represent the population of interest. For example, telework and commute distances may vary across 
individuals of different age groups, but such demographic heterogeneity is considered through the 
exogenous “age” category variables. Thus, as long as there is adequate variation in the age variable 
in the sample to test a variety of functional forms across different age ranges, whether our sample 
is representative of the Texas population age distribution or not is really immaterial for accurately 
identifying the age. Additionally, because our sampling strategy itself is not based on whether an 
individual teleworks or not and what an individual’s commute distance is (that is, our sample 
corresponds to the case of exogenous sampling where the sample collection process itself is not 
predicated on the endogenous outcome values), an unweighted estimation is the appropriate 
approach, because it provides consistent estimates as well as yields more efficient estimates 
relative to a weighted estimation procedure (see Wooldridge, 1995 and Solon et al., 2015 for an 
extensive discussion). Second, in addition to considering heterogeneity across individuals in the 
effect of observed variables on the baseline preference function (the qk  function of Equation (2)), 

we also accommodate heterogeneity in the satiation parameters (the qk  parameters) through a 

exp( )qk k q     parametrization, where q  is a vector of independent variable characteristics and 

k  is a vector to be estimated. Third, we used a t-statistic threshold of 1.00 to retain variables 

(corresponding to a 0.32 level of significance or 68% confidence level), because of the moderate-
sized sample used in the analysis, the small share of individuals who use the “home only” WPL 
and all combinations involving the third workplace location, and the potential for such included 
variables to guide future WPL investigations with larger sample sizes.9 Fourth, we restricted the 

 
9 The reader will also note that choosing a level of significance is closely related to Type II error. Especially, one 
needs to worry not only about including variables incorrectly (Type I error), but also rejecting variables incorrectly 
(Type II error). In selecting a level of significance, we face a trade-off between making the two different types of 
error. In multidimensional models, we would rather make a slightly larger Type I error if it means identifying variables 
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effects of exogenous variables to be the same across the two latent segments for each of the 
telework and commute distance model components, because there is no theoretical or conceptual 
reason to expect that exogenous variables will affect each of the telework and commute distance 
dimensions differently across segments simply based on the direction of causality. For example, 
there is no reason to believe that the tendency of essential workers to telework less than non-
essential workers should differ based on whether the TC or CT causal direction is at play. 
Similarly, there is no reason to believe that the gender or age of a person should differentially 
affect commute distance based solely on the causal direction at play. For the same reason, we 
maintain the same covariance matrix elements for the telework component of the model system 
across the two segments, and the same variance for (ln) commute distance across the two segments. 
But, to allow for the possibility that the unobserved association between the telework and commute 
distance dimensions may differ across the segments, we allow the covariance elements across the 
telework and commute distance dimensions to vary by segment. Also, because we are having 
different causal direction of effects (that introduce the telework outcomes in the commute distance 
component for the TC segment, and the commute distance outcome in the telework outcome for 
the CT segment), we leave the constants to be freely estimated across the segments. Fifth, we 
attempted a host of different interaction effects of variables, especially those related to gendered 
lifecycle (interaction of gender with presence of children and household structure), which did turn 
up to be important. In addition, we also explored the interaction of telework decisions and the 
residential neighborhood density dummy variables (urban, suburban, and rural) and the 
employment office density dummy variables (low, medium, and high density) for the TC causal 
segment (to capture any differences in telework effects on commute distances based on residential 
and/or office density). Similar interaction effects of commute distance with the residential/office 
density dummy variables were also considered for the CT causal segment (to capture any 
differences in commute distance effects on telework decisions based on residential/office density 
locations). None of these turned out to be statistically significant at our designated threshold level.  
The model results are presented by variable within each broad group going down the rows of Table 
2. The first three columns of the table present the telework model component results and the last 
column presents the results for the (ln)commute distance model component. In the telework model 
component, the effect of each variable on the logarithm of the baseline preference (that is, the 
effects of variables on ln( )qk , or the elements of the β  vector) is listed, followed by any effect 

that the variable may have on the logarithm of the qk  satiation parameters (that is, the elements 

of the k  vector). The former baseline preference effect appears without explicit labeling (for 

compactness in presentation), while the latter effect is identified specifically in Table 2 through 
the labeling as a “satiation”.  A positive element in the k vector has the effect of increasing the 

 
that are suggestive and that may help inform future specifications using larger sample sizes and/or more balanced 
telework location splits. Besides, we estimated models by removing exogenous variable with coefficients that had less 
than a 90% confidence level (t-statistic of 1.645) and also a 95% confidence level (t-statistic of 1.96) to check on the 
robustness of the results (Lu and White, 2014, Srivastava et al., 2018, and Brennan et al. 2021 suggest this kind of 
robustness testing). However, using such more stringent confidence levels did not materially change (in terms of 
magnitudes and signs) the estimates reported in Table 2 or the predicted WPL work arrangement-commute distance 
relationship reported in Table 6. Important also here is that, despite having low t-statistics, the variables included in 
our specification had little movement in their estimated effect sizes across a whole suite of different specifications we 
tested, further bolstering their consideration and inclusion. Overall, though, we also admit that, in cases where the t-
statistics are quite low, some caution should be exercised because these variables have a good probability (in some 
cases as much as 23% probability) that they are actually not of any consequence in the population.  
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qk  parameter, implying that an increase in the corresponding  variable diminishes satiation effects 

and, correspondingly, leads to an increase in days of work for WPL alternative k, conditional on 
participation in the WPL alternative k. Conversely, a negative coefficient indicates a decrease in 
the qk  parameter, implying that an increase in the corresponding variable intensifies satiation 

effect and, correspondingly, leads to a decrease in days of work for WPL alternative k, conditional 
on participation in the WPL alternative k. However, these satiation effects start taking effect from 
the baseline parameter, which serves as the initial reference point of marginal utility of an 
alternative (corresponding to the situation when no days have been invested in that WPL 
alternative; see Bhat, 2008). Consequently, as also discussed in Asmussen et al. (2023), the 
proportion of days of work allocated to each WPL alternative depends on a “combination of the 
baseline parameters and the satiation parameters across all WPL alternatives for that individual.”.  

In instances in Table 2 where some variables have no effect on specific WPL alternatives 
in the telework choice model (denoted by a “—”), the corresponding alternatives constitute the 
base category in introducing the variable effect. At the bottom of the table, we provide the 
covariance matrix (in differenced form for the error terms of the telework choice model, 
differenced with respect to the “home” work location). The results in Table 2 are effects 
conditional on belonging to each of the TC and CT segments. The membership model results 
themselves (for belonging to the TC and CT segments) are presented in Table 3. For quick 
identification, we label the two segments (from the standpoint of whether telework led to a 
residential move or not) as the “mover” segment for the TC segment (that is, telework choice led 
to the residential move that changed commute distance) and the “stayer” segment for the CT 
segment (that is, people in their respective “current” home locations with predetermined commute 
distances changed their telework habits). This is purely for intuitiveness as we present the results, 
and does not mean that those in the CT segment cannot move residences at all; just that those 
moves would have little to do with telework choices.   
 
5.1. Variable Effects  
Individual and Household Demographics 
Among the category of individual and household demographic effects, the results in Table 2 do 
suggest effects of the gendered lifestyle on both telework choice and commute distance, though 
many of these effects are only statistically significant at the 75-90% confidence level and so are 
suggestive and warrant additional investigations in future studies. With that said, and contrary to 
many earlier studies before the pandemic, women (except those who are single parents) appear to 
be more predisposed to work from the office (less inclined to telework) compared to men. 
Nonetheless, this higher office WPL preference among non-single women does align with some 
recent literature analyzing telework patterns after the onset of the pandemic (see Asmussen et al., 
2023; Sweet and Scott (2022)), suggesting that women, relative to men, may prefer the office 
environment to separate their professional and personal/family responsibilities. Or this could also 
be a reflection of a gendering of telework productivity as perceived by employers, resulting in 
employer-related pressure felt by women to show up more regularly at the work office. At the 
same time, non-single women tend to have shorter commute distances compared to men, consistent 
with earlier studies before the onset of the pandemic (Axisa et al., 2012; Blumberg and King, 2019; 
de Abreu e Silva and Melo, 2018; Hu, 2021). This points to women, in most households, 
continuing to serve as secondary breadwinners, and finding jobs close to predetermined residential 
locations. However, the gender effects change in the presence of a child (below the age of 18 years) 
in the household, with single mothers having a higher preference for remote work relative to (single 
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and non-single) men. For single mothers who are generally the most time-poor and income-poor 
(see Beckman, 2022), working from home offers some level of time and cost-efficiency (in terms 
of savings in commute travel time and cost investments in work apparel), while also allowing more 
time for interaction with children (Schieman et al., 2021). Our results also point to single parents 
(both mothers and fathers) bearing the burden of longer commute distances compared to non-single 
workers (parents and not parents). This may be attributable to single parents choosing their place 
of residence based on proximity to their children's school, extracurricular activities, and a reliable 
support system, rather than proximity to their workplace, given their unique circumstances (Baker 
et al., 2016). Interestingly, beyond the interaction of presence of children and being a single 
mother, our results do not show any baseline preference effects of the presence of children. 
However, there are satiation effects associated with the presence of children. Parents (single or 
otherwise, and mother or father), with children under 12 years old, spend fewer days working from 
the office relative to households without children, conditional on working from the office at all. 
This may be attributable to familial responsibilities associated with child care and other children-
related activities. In contrast, parents of children between the ages of 13 and 17 may actually spend 
more days working from the office, again conditional on partaking in office-based work. Older 
children are more socially and physically independent than younger children (Schieman et al., 
2021; Nguyen, 2021), facilitating parents to work from their office for both professional and social 
gain.  

Age is another factor influencing telework and commute distance preference. Older 
workers (50 years or older) have a lower baseline preference to telework relative to their younger 
coworkers. This is presumably because older workers enjoy the concept of “workplace anchoring” 
i.e., working in one established location, and enjoy the structure, socialization and professional 
visibility of their familiar in-person office (Tahlyan et al., 2022; Robbennolt et al., 2023). 
Additionally, the control they have over both their workspace and over employees they may 
manage provides added perceived benefits of the office to older workers. Overall, teleworking may 
not have the same allure for older workers relative to younger workers. Besides, younger workers 
generally relish the flexibility, control, and freedom offered by teleworking for both their work 
and play hours (Asdecker, 2022; Raišienė et al., 2021; Nguyen, 2021). Further, the youngest 
employees (younger than 30 years old) are more likely (than their older peers) to lead a “wanderlust 
digital nomad” lifestyle (see Mouratidis, 2018; Stickel, 2020; and Kersting et al., 2021), explaining 
the higher preference of this youngest worker group for the third WPL. The satiation effects of age 
reinforce the disinclination of older individuals to telework, with the “not-so-young” individuals 
(age 40 years of older) having a lower frequency of working from home if they choose to work 
from home at all. With regard to age effects on commute distance, which we found statistically 
significant at only the 80% confidence level, the oldest cohort of workers (over 50 years of age) 
generally have a higher commute distance compared to their younger peers, attributable to middle-
aged and older individuals having distinct housing preferences that lead them to seek larger homes 
or quieter neighborhoods located farther away from urban centers and job locations.  

The “level of formal education” effect reveals a higher inclination for home-based telework 
among those with a bachelor’s degree or higher. Higher levels of education often lead to increased 
job opportunities that offer greater flexibility in work arrangements, including the option to work 
remotely (see López-Igual and Rodríguez-Modroño, 2020; Gaduena et al., 2022). Furthermore, 
employees holding a bachelor's degree or higher typically have shorter commute distances 
compared to those without a college degree; individuals with high levels of formal education tend 
to reside in neighborhoods with higher mean home values that are closer to job-dense city centers 
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(see Robbennolt et al., 2023). Finally, within the group of individual and household demographics, 
employees with an annual household income of $100,000 or more typically have a higher baseline 
preference for telework (both from home and a third workplace) compared to employees from 
lower income households. High income-earning individuals are better able to negotiating in their 
ability to work remotely (see for example, Astroza et al., 2020; Asmussen et al., 2023), while those 
in the lower income category may want to show up more often at their workplace to promote 
themselves (and their careers) to upper management through face-to-face interactions (Jaff and 
Hamsa, 2021).   

 
Residential Attributes  
Relative to an urban or suburban household, those who live in a rural area have a higher 
predisposition to work from the office. It has been well established that those living in low density 
areas are typically less likely to work from home, as the regular work office environment serves 
as a particularly important socialization outlet in such communities (see Castrillon et al., 2020). 
An additional housing-related attribute that influences work location preferences is the presence 
of a private study within an individual's home (Patton, 2019). Unsurprisingly, individuals who 
have a private study in their homes exhibit a stronger inclination to work from home compared to 
those without a private study in their household. Compared to alternatives such as a cubicle or a 
kitchen table, a private study offers an environment that promotes productivity and privacy, and 
allows individuals to work with fewer distractions and interruptions (Wöhrmann and Ebner, 2021). 
Proceeding to the satiation effects, residing in suburban areas is associated with a higher frequency 
of home-based teleworking for those who have non-zero days of teleworking from home.  
 
Employment Characteristics 
From Table 2, we observe a reduced preference for working from the office or a third workplace, 
in comparison to working from home, among individuals whose office is located in areas with 
high employment density, as also reported by Asmussen et al. (2024). Several factors may be at 
play here. Issues such as paid parking, local congestion, and unreliable traffic conditions, which 
are often prevalent in high density job areas, disincentivize individuals from commuting to their 
office (Foucault and Galasso, 2020). Additionally, commute distances tend to be shorter for 
individuals working in high employment density areas. 

Employment status effects are captured both through number of work hours per week and 
number of work days per month. Part-time workers (those working less than 30 hours a week) are 
more likely to have shorter commute distances than those employed full-time (30 hours or more 
per week), which is a commonly found trend across the literature (Axisa et al., 2012; Sen et al., 
2021; Maheshwari et al., 2022). Also, employees who work only a few days per month (1 to 5) 
have a higher disinclination to work from the office (higher baseline telework preference), 
presumably because of the flexible nature of their work. At the other extreme of work days per 
month, employees engaged in overtime work (working 25 days or more per month) appear to have 
a higher preference for the third workplace, though this finding is at only the 85% confidence level. 
This result may be a result of such individuals, with their demanding schedules, seeking location 
variety throughout the month, opting for alternative workplaces beyond their home or in-person 
office.  

Individuals employed in the healthcare industry, relative to those employed in more 
nonessential sectors, have a higher baseline preference to work from the office (see also Astroza 
et al., 2020 and Chong et al., 2020 for similar findings). On the other hand, workers in professional 
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services or public administration have the lowest preference for the work office, as the nature of 
their jobs allows greater opportunity for telework. 
 
Endogenous Effects 
Based on the structure of our latent segmentation model, WPL choice is specified to impact 
commute distance only in the first latent segment (pertaining to the TC or “mover” segment). 
While testing the impact of WPL choice on commute distance, we employed the WPL choice 
variable in several functional forms including a continuous form, different combinations of 
grouped forms of WPL frequency, as well as interactions with built environment variables and 
sociodemographic characteristics. Eventually, two groupings of non-interacted home-based 
telework frequency percentage turned out to consistently provide the best data fit. These groupings, 
pertaining to the percentage of days teleworked in a month were (i) 0%-50% and (ii) 50.1%-100%.  
Furthermore, we employed a single variable to capture third WPL-based telework frequency 
effects on commute distance,  corresponding to positive participation (at least one day per month) 
in the third WPL. This specification was because of the low number of individuals who partake in 
work from the third WPL. The results indicate that employees who telework from home for more 
than half of their work days per month tend to have longer commute distances compared to those 
who work primarily from the office, consistent with the majority of existing research (as discussed 
earlier in the literature overview). That is, for employees belonging to the TC (“mover”) segment, 
our analysis indicates that it is not whether a person adopts home-based teleworking or not, but 
the frequency of telework days that turns out to be important in the effect on commute distance. 
In particular, our analysis suggests little difference in the causal effect of home-based telework on 
commute distances (if that direction of causality is the one that holds) among non-teleworkers from 
home and those teleworking even up to 50% of their work days from home. It is only beyond the 
threshold of 50% of workdays teleworked that the telework effect on commute distance becomes 
palpable. Further, our analysis underscores the importance of differentiating between home-based 
and third WPL teleworking in the impacts on commute distance. When an employee in the TC 
(“mover” segment) works any of their work days per month from a third WPL, the commute 
distance to the office is actually likely to be shorter. This may be a reflection of the supplemental 
usage of a third WPL for the office, rather than as a telework alternative to the office. That is, 
employees may work from a coffee shop or other shared spaces near their office, perhaps as an 
occasional getaway from the office. 

Next, based on the structure of our latent segmentation model, commute distance is 
specified to impact WPL choice in the second latent segment (that is, the CT or “stayer” segment). 
Again, while testing the impact of commute distance on WPL choice, we employed the commute 
distance variable in several functional forms including the continuous form as well as 
incrementally grouped dummy variable forms. After a series of rigorous tests and based on data 
fit measures, the final model was specified using three commute distance groupings – 8 miles or 
less, 8.01 to 15 miles (which we used as the base in our final model), and longer than 15 miles 
(note that all individuals had a non-zero commute distance, because the survey was administered 
only to those with a designated physical office). As expected, our results from Table 2, consistent 
with the earlier literature, indicate that short commute distances (8 miles or less one-way) are 
associated with a higher baseline preference for office-based work. However, this commute 
distance effect on WPL is not monotonic. As commute distance surpasses the 15-mile threshold, 
employees appear to show an increased likelihood again of working from the office, though there 
is about a 25% possibility that this effect is a chance occurrence. While this finding needs 
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additional scrutiny in future studies, the observation is consistent with the right side of the 
histogram in Figure 3, where higher average commute distances correspond to lower levels of 
remote work participation. Note that this effect is after accommodating observed factors (such as 
older individuals having longer commute distances as well as lower telework preferences) as well 
as unobserved factors through covariance effects in the error terms. One plausible explanation for 
this causal effect of commute distance on WPL in the CT (“stayer”) segment is that individuals in 
this segment truly enjoy their commutes to the point that longer commute distances  spur them to 
go into the office frequently.  

 
The Constants  
The baseline preference and satiation constants in the telework MDC model component, and the 
constants in the commute distance regression, for both the latent segments do not have any 
substantive behavioral interpretations. They provide the best data fit, after accommodating for the 
effects of exogenous variables. In this regard, it may be tempting to draw conclusions about 
telework and commute distance disparities among the two latent segments based on the relative 
magnitudes of the constants across the two segments, especially because the effects of all 
exogenous variables are fixed across the two segments (for reasons discussed earlier) as well as 
the variances of the error terms are the same across the two segments. But the composition of the 
two segments itself will be different, and so the ranges of the exogenous variables in the two 
segments will vary. Thus, it is best not to make any conclusions based on a relative comparison of 
the constant values across segments.  
 
5.1.1 Covariances 
The covariance matrices for each of the latent segments are presented at the bottom of Table 2. 
Several elements of the covariance matrix turned out to be significant at the 85% confidence level 
or above, suggesting the presence of unobserved factors impacting both the commute distance and 
the WPL choices and reinforcing the “joint” nature of decision-making. However, the elements of 
this differenced covariance matrix are not interpretable without imposing a structural assumption 
on the matrix (as several non-differenced matrix may be constructed from the same differenced 
matrix). In this regard, if we assume that the error term for the “work from home” alternative has 
a low variance and is uncorrelated with all other error terms, the implication would be that 
unobserved factors that increase the baseline preference for office work also increase the baseline 
preference for the third WPL (consistent with the notion of the supplemental usage of a third WPL 
for office-based work, as discussed earlier). Also, for the TC (“mover”) segment, unobserved 
factors that increase the baseline preference for the third WPL also increase commute distance 
(though this covariance is very mild), while, for the CT (“stayer”) segment, unobserved factors 
that increase the preference for the work office lowers commute distance. This last association 
may be because, as discussed earlier in Section 1, an extroverted person may like to maximize 
social time within and beyond the office working space, thus deciding to work from the office 
more (telework less) and also stay close to the workplace (short commute).   
 
5.1.2 Characteristics of Latent Segments 
Table 4 provides the effects of individual and household-level demographics and residential 
attributes on segment membership, with the CT segment (the “stayer” segment) as the base 
segment (these estimates correspond to the 1μ  vector for the first TC segment with 2 0μ  for the 
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CT segment for identification, as discussed in Section 4.2). Thus, a positive (negative) sign for a 
variable in the TC segment in Table 3 indicates that individuals with the variable characteristic are 
more (less) likely to be assigned to the TC segment relative to the CT segment.  

Two lifecycle variables have an impact on the membership of latent segments. First, 
according to our results, though only at an 80% confidence level, employees in households with 
children aged 12 years or less appear to be less likely to belong to the TC (“mover”) segment, a 
plausible reflection of a well-established support network for pre-adolescent childcare. In 
contemporary societies, decisions regarding residential location and the working arrangements of 
employed parents have become joint decisions, dependent on the age of their children. In addition 
to the presence of children, the presence of a partner also has a membership effect, with those 
living with their partner less likely to be in the TC (“mover”) segment, presumably due to the 
additional considerations and compromises that arise from relocation-related shared decision-
making.  

In terms of age, younger employees (under 30 years) are more likely to be in the TC 
(“mover”) segment relative to their older peers. While we recognize that this finding may be a 
result of a 16% chance occurrence, this seems rather intuitive because younger adults often have 
fewer commitments, such as families or mortgages, and may be more willing to transplant 
themselves to another locality based on their teleworking opportunity and frequency. Employees 
from lower-income households earning less than $50,000 per year may also belong more to the 
TC (“mover”) segment. These households often have tighter budgets, and may choose their 
residential location based on affordability or the ability to commute to work economically (see 
Robbennolt et al., 2023).  

Finally, workers residing in suburban neighborhoods are more represented in the TC 
(“mover”) segment relative to those residing in urban and rural neighborhood. This may be 
attributed to the COVID-19 triggered phenomenon known as the “suburban flight” (urban and 
rural dwellers descending onto suburbia), which continues to be observed even today due to the 
widespread shift to telework. While urban dwellers look for better housing alternatives in and 
around the suburban neighborhoods, rural dwellers seek better opportunities for recreational and 
social interaction in the more accessible suburbs.  

The constant reported toward the end of Table 3 has no substantive interpretable meaning, 
but provides an adjustment factor. The negative value, however, suggests a smaller segment size 
of the TC (“mover”) segment compared to the CT (“stayer”) segment, as we discuss below. 
Another important point to note here is that the causal direction at play (that is, segment to which 
an individual belongs) is not impacted by any employment characteristic (such as number of hours 
of work, number of workdays per week, occupation sector, or company size). This is evidenced 
by the lack of any employment attribute in Table 3. The indication then is that whether an 
individual is a “mover” or a “stayer” is more determined by basic lifecycle and related 
demographic attributes, not by employment attributes. This is consistent with recent housing 
literature (see, for example, Lei and Liu, 2022 and Robbennolt et al., 2023) that suggests that 
housing choices in a post-COVID era are increasingly lifecycle- and lifestyle-driven rather than 
tied to work-related characteristics.  
 
5.2. Latent Segment Sizes and Characteristics 
Using the latent class assignment for each individual, we are able to determine the size of each 
segment through the procedure developed by Bhat (1997). The last row of Table 3 provides the 
size of the latent segments in terms of percentages; 20.3% of the sample is estimated to belong to 
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the TC (“mover”) segment, while 79.7% is estimated to belong to the CT (“stayer”) segment. This 
indicates that, even in the COVID-era,  the causal direction is primarily in the form of residential 
locations being determined without regard to teleworking arrangement, and then individuals 
teleworking based on commute distance. However, there is a sizeable fraction of the sample for 
whom teleworking opportunity and frequency impacts residential choice. That is, unlike earlier 
studies that consider a single causal directionality, our study indicates heterogeneity in the 
population in the causal direction of effect.   

Table 4 provides a detailed overview of the variations of the two segments by demographic 
attributes in terms of actual percentages (using the procedure in Bhat, 1997). The first broad 
numeric column “Percent within segment” provides the split of a variable within each segment; 
Thus, within the first segment where WPL preference impacts commute distance (CD), 60.7% 
percent are women and 39.3% percent are men. Within the second segment where CD impacts 
WPL preference, the corresponding split between women and men is 59.5% and 40.5%, 
respectively. Another way to present the segment sizes is the entries corresponding to the broad 
column entitled “Percent within attribute”. These columns provide the binary split between the 
two segments for each of the individual variables (or attributes). Here we observe that only 20.7% 
of women belong to segment one (compared to 19.8% of men), while 79.3% of women belong to 
segment two (compared to 80.2% of men), which nearly align with the segment size splits toward 
the bottom of Table 3 (20.3% of the sample is part of segment one, while 79.7% is likely a member 
of segment two), displaying that there is little difference within the gender attribute across the two 
segments. Other entries in the table pertaining to other exogenous variables can be interpreted 
similarly. While the latent segmentation results from Table 3 only suggest a directional influence 
of the sociodemographic attributes’ impact on segment membership, the segment size values from 
Table 4 help us better understand the composition of each segment. The percentages of 
sociodemographic split “within segment” and “within attribute” is conformable with the results 
obtained in Table 3; as one would expect, the maximum shifts and changes are observed for the 
sociodemographic variables that turned out to be significant in the membership model (see, for 
example, the rows pertaining to the presence of children, age, household income and population 
density variables), while other sociodemographic attributes have little variation across the 
segments.10  

Overall, our results do suggest that home-based telework will inevitably lead to urban 
sprawl (even if the monthly commute VMT may reduce at moderate to high telework levels, as 
discussed later in Section 5.4). Our results reveal that about a fifth of employees (a predicted 20.3% 
of our sample) are expected “movers”, and are likely to base their residential location choice 
directly on telework opportunities. Thus, telework may result in the abandonment of urban 
residences near employment-dense areas, with a corresponding increase in the demand for new, 
rapidly constructed, and often low-quality tract housing developments in suburban or rural areas. 
While private residential developers may benefit from this trend, increased residential sprawl leads 
to several challenging issues for many other populations, due, but not limited to, (a) increased 
infrastructure costs to preserve, modernize and expand highways to the outskirts of cities and the 
growing suburbs, (b) increased air and other environmental pollution from increased vehicle 
emissions and the destruction of natural habitats, (c) lack of affordable housing and decrease in 

 
10 Table 4 shows variations in segment memberships even for variables that do not explicitly appear in the latent 
membership model of Table 3. This is because the exogenous variables appearing in Table 3 are differentially 
associated with the exogenous variables not appearing in Table 3. This causes segment membership differences for 
all variables in Table 4.   
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neighborhood quality both within increasingly abandoned cities as well as the growing suburbs, 
(d) social fragmentation and segregation, (e) increased energy consumption, (f) underserved 
schools and other public services, and (g) misdirected expenditures of tax money. For instance, 
rather than investing in improving existing communities, there has been a recent shift in U.S. tax 
funds towards subsidizing new sprawling suburban communities. This shift has resulted in cities 
and counties spending millions of dollars on new schools, infrastructure for roadways, water and 
sewer lines, and fire and police protection, while placing higher tax burdens on remaining urban 
residents. It is crucial for governing organizations to recognize the implications of residential 
sprawl, so that appropriate budgets can be allocated accurately and fairly across all types of local 
and state regions as the demographic composition of each area begins and continues to change. 

Based on individual and household demographics, “movers” inducing residential sprawl 
are likely families with children (families with younger children in particular), employees younger 
than 50 years (with the highest likelihood for employees less than 30 years old), and those with an 
annual income lower than $100,000. Given that these households are the primary contributors to 
residential sprawl, governing and planning bodies may implement effective measures to 
discourage residential relocation. To retain those with limited budgets, such as single parents and 
low-income households, targeted initiatives such as rent or home insurance subsidies can be 
implemented in urban centers, incentivizing them to remain in their current urban dwellings. In 
contrast, younger employees can be influenced by city-wide marketing campaigns that emphasize 
the advantages and aesthetic appeal of residing within the city limits. However, it is crucial to 
acknowledge that these movers often come from communities already grappling with equity 
challenges. While their departure from urban centers can have repercussions for the entire 
community, their settlement in newly developed suburban areas can give rise to specific issues for 
the movers themselves. The expansion of homes and communities further apart amplifies the cost 
of delivering essential services, potentially leading to less targeted and responsive provisions for 
the residents of these suburban areas, who may bear the burden of higher local, state, and federal 
taxes. Consequently, households already lacking financial resources find themselves faced with 
increased tax obligations, further straining their finances. Moreover, availability of essential 
amenities such as quality public schools and community services need to be ensured by the 
government for marginalized sections of the society. Therefore, not only must the government 
devise strategies to discourage suburban immigration, they must also strive to meet the basic needs 
of these “movers” (in case, they decide to migrate to the suburban regions) from an equity 
standpoint.  
 

5.3. Data Fit Measures and Robustness Discussion 
The goodness of fit for our proposed joint latent segmentation model may be compared with other 
restrictive models to evaluate the performance gain in data fit. Specifically, we compare our 
proposed model with three other restrictive versions: (i) a model that considers the jointness in the 
telework and commute distance outcomes, but ignores the latent segmentation (Joint Unsegmented 
Model), (ii) a model that ignores the jointness in the telework and commute distance outcomes, 
but considers the latent segmentation (Independent Segmented Model), and (iii) a model that 
ignores both the jointness and the latent segmentation (Independent Unsegmented Model). Since 
these models are nested within our proposed “Joint Segmented Model”, their performances can be 
compared using the likelihood ratio test.  

The data fit measures are provided in Table 5. The log-likelihood at convergence for our 
proposed model is lower than the three restrictive versions. The likelihood ratio tests (when the 
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proposed model is compared to the three restrictive versions) yield values that are much higher 
than the critical chi-squared table values at any reasonable level of significance (at the respective 
degrees of freedom). The adjusted rho-squared value also favors our proposed model relative to 
the other three models, indicating a superior fit.11  

To further examine data fit issues beyond the rather difficult-to-interpret likelihood fit 
measures, we use the estimated parameters to develop non-likelihood based data fit metrics by 
predicting ln(commute distances) as well as telework choices and compare with the observed 
values in the sample. To do so, first, within each of the causal direction segments and for each 
individual, we use a minor modification of the Pinjari and Bhat (2021) procedure for MDC model 
forecasting (using draws from the multivariate normal distribution characterizing the errors in the 
telework split MDC and ln(commute distance) model components) to predict telework splits as 
well as ln(commute distances). Then, employing the estimated latent segmentation parameters too, 
we next predict, for each individual, the telework splits and ln(commute distances) across both the 
causality segments. Using these individual forecasted values, we compute aggregate data fit 
metrics and compare with the observed data. We do so at three different outcome levels. At the 
first level, we compare the predicted number of individuals with positive participation in each of 
the seven possible discrete combinations of work place locations (home only, office only, third 
WPL only, home and office, home and third WPL, office and third WPL, and all three locations) 
versus the actual number of individuals with positive participation in the corresponding discrete 
combination. We achieve this by computing the percentage prediction error in each of the seven 
possible combinations, and then compute a weighted average percentage error (WAPE) across all 
the seven possible discrete WPL combinations (we will refer to this metric as the discrete 
participation WAPE). We also compute, at this discrete level, the probability of correctly 
predicting the right discrete category combination (among the seven possible WPL locations) for 
each individual, and then compute a weighted average probability of correct prediction or WAPCP 
(referred to henceforth as the WAPCP of discrete participation). At the second level, we compare 
the predicted versus observed aggregate splits for fraction of days at each of the three distinct work 
place locations and compute the WAPE at this continuous WPL split level (we will refer to this 
metric as the average fractional split of days worked from each WPL WAPE). Finally, we compute 
the average of the predicted ln(commute distances) among individuals predicted to fall within each 
of the seven discrete WPL combinations, and compare with the average of the actual observed 
ln(commute distances) within the actually chosen WPL combination, followed by the computation 
of a WAPE measure across all seven combinations (the average ln(commute distance) WAPE).  

The resulting non-likelihood based data fit metrics are presented toward the bottom of 
Table 5. These metrics indicate reasonable WAPE and WAPCP values across the board of the 
different models. To provide a benchmark of the performance of the models, a simple sample share 

 
11 Note also that the “seemingly low” rho-squared value of our proposed model should not be interpreted as poor fit. 
As McFadden (1977; page 35) states in the context of simple multinomial/binary choice models, “Those unfamiliar 
with the rho-squared measure should be forewarned that its values tend to be considerably lower than those of the R-
squared index... For example, values of 0.2 to 0.4 for rho-squared represent excellent fit.” In a more recent paper, 
Giselmar et al. (2018) indicate that, in simple binary logistic models, rho-bar squared values in the 0.11-0.32 represent 
very good model fit with sample sizes of more than 200. In this context, rho-bar squared values of the order of 0.05 
in way more advanced joint model systems such as the latent segmentation joint MDC-continuous model systems 
must not be dismissed as “poor fit”. As further indicated by Ben-Akiva and Lerman (1985; page 91), “Values of rho-
bar squared will depend on the type of model being estimated. The measure is most useful in comparing two 
specifications developed on the exact same data”.  
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assignment to the seven discrete combinations would result in a WAPCP of 0.412, while a naïve 
models that assigns the average of commute distance to all individuals results in a WAPE of 
31.33%. The corresponding Table 5 values are much better. But, again, the superior fit of the 
proposed model relative to the other three models is also clear (and consistently so) across all the 
fit metrics. In particular, even the closest competitor to the proposed model (that is, the independent 
segmented model) has a WAPE that is higher than the proposed model by about 20% on the 
dimensions of discrete participation and average fractional split of days worked from each WPL, 
and by about 11% for the commute distance dimension. Interesting also is that, at least in our 
empirical context, the independent segmented model performs better than the joint unsegmented 
model, suggesting that, between considering the population heterogeneity in the causal direction 
of effect in the telework-commute distance relationship on the one hand and the “spurious” 
association between telework choice and commute distance on the other, the former effect is more 
important. However, the results also emphasize that both these issues will generally be at play and 
it is best to expressly accommodate both of these when investigating the interplay between 
telework and commute distance.  

Another important note here beyond data fit relates to considerations of robustness of our 
estimation and the model results. There are two main components to the model, one being the 
MDC component (of telework choice and the continuous commute distance dimension) and the 
second being the latent segmentation assignment component that is overlaid on the MDC 
component. The MDC component employed here is the same as the framework of Bhat’s (2015) 
Generalized Heterogeneous Data Model (GHDM) and its subsequent extensions (Bhat et al., 
2016). In prior studies, we have conducted extensive simulation analyses to demonstrate the 
replicability and robustness of this MDC modeling approach. The issue that remains then is the 
robustness and stability after overlaying the latent segmentation component over the MDC 
component. As discussed at length in Bhat (1997), latent segmentation models of the type used 
here can lead to convergence instabilities/difficulties, and it is not uncommon to use expectation-
maximization (EM) type approaches in such situation (as proposed by Bhat, 1997 in the context 
of discrete choice outcomes). While some authors have found EM approaches to be helpful, some 
others (see, for example, Greene, 2016) have not found much value in these EM approaches. In 
our estimation, we did not have any need to resort to EM approaches because there was stability 
and rather smooth convergence directly with the maximum likelihood inference procedure. Part of 
the reason is perhaps because we provided good start values by (a) first estimating purely 
exogenous variable models without any latent segmentation, (b) then feeding these values along 
with zero coefficients on the endogenous outcome effects on each other in the latent segmentation 
model, and (c) starting the iterations with close to zero values (but not zero values) for the 
coefficients in the latent segmentation assignment model component (see Table 3 result; for the 
iterations to unfold, the latent segmentation assignment component start values must be slightly 
away from zero). Once the entire model was estimated, we ran a number of different estimations 
with quite substantial perturbations from the original start values provided (though one needs to 
be careful not to get too far from the original non-latent class estimation coefficients; the critical 
issue here is that the probability values for each individual need to be able to be computed at the 
provided start values at the first iteration). In our many runs, the convergence was to the same 
point (while this does not preclude the possibility of a local optima, as is the case with literally all 
models except the simple multinomial logit model, this kind of checking provides some confidence 
regarding the robustness and stability of our modeling approach). Finally, as discussed in footnote 
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9, the overall estimated effect of each variables changed little across a range of different variable 
specifications, providing additional confidence regarding the robustness of the model results.   

 
5.4. Effects of WPL Arrangement on Commute Distance and Monthly Commute VMT 
The estimation results in Sections 5.1, 5.2, and 5.3 offer insights into the effects of exogenous 
variables on (a) the baseline preferences and satiation parameters for the WPL preference, (b) the 
(ln) commute distance outcome, and (c) the latent segmentation assignment. But they do not 
establish an intuitive picture of the true magnitude effect of telework arrangements on commute 
distance. On the other hand, transportation planners and professionals are interested in 
understanding the tangible travel demand impacts of telework behavior on commute vehicle miles 
traveled (VMT). Toward this end, we use the findings from our model to estimate the expected 
commute VMT of travel for different workplace location arrangements across an entire month. 

As earlier, let 1qx , 2qx , and 3qx  be the WPL frequency proportions (over a period of one 

month) for the work from home, work from the office, and work from a third WPL, respectively, 
for individual q. Let qy


 be the continuous variable denoting the logarithm of the commute distance 

for individual q. Then using our joint model, one can compute the density function for qy


 at a 

specific continuous value of t for an individual belonging to segment h and with WPL frequency 
proportions 1qx , 2qx , and 3qx  as follows: 
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where the numerator is the probability density function at a specific value t of ln(commute 
distance) and specific proportions of work from the three WPLs, and the denominator is the 
probability density function at the specific proportions of work from the three WPLs. The 
corresponding mixture density function for the individual at the specific continuous value t, given 
our latent segmentation scheme, as: 
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where qh  is the probability of individual q belonging to segment h. Next, the expected value of 

the logarithm of the commute distance for individual q, given the WPL distribution, may be written 
as: 
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, 1 2 3( | ( , , ))
qy q q q qt f t x x x dt





       

And, the variance of the logarithm of the commute distance, given the WPL distribution, may be 
written as: 

2
1 2 3

2

2
, 1 2 3 , 1 2 3

( | ( , , ))

( | ( , , )) ( | ( , , ))
q q

q q q q q

y q q q q y q q q q

Var y x x x

t f t x x x dt t f t x x x dt


 

 



                  
  



        (18) 

Then, the expected commute distance for individual q for the given WPL proportions is: 
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2

1 2 3| ( , , ) exp
2

q
q q q q qx x x


 

 
   

 
             (19) 

From the above, we are able to estimate the overall commute related VMT per month, given the 
number of workdays of the individual and the proportions. Let the total number of work days for 
individual q be qd  (this is observed exogenously). The total expected monthly two-way commute 

VMT, given the WPL proportions, is:  

1 2 3 2 1 2 3| ( , , ) 2 | ( , , )q q q q q q q q q qVMT x x x d x x x x                (20) 

This value can be computed for each individual, after predicting the optimal allocations for 

1 2 3, ,  andq q qx x x  from the MDC model (which can be undertaken using the forecasting procedure 

of Pinjari and Bhat, 2021) and providing the number of days of work per month qd  as input.  

In the current paper, to keep our analysis and presentation tractable, while also getting a 
sense of the impact of teleworking on commute VMT, we focus on ten most commonly occurring 
proportions (percentages) of telework arrangements in our sample (rounding off to reasonable 
values) and undertake the analysis by applying these arrangements to every worker. In this sense, 
all the scenarios presented here are counterfactuals, representing what would happen if each 
individual in the sample had a specific scenario of telework arrangement (rather than the 
individual’s current actual telework arrangement), and comparing those results with the alternative 
counterfactual of each individual working full-time from the office. Also, since a majority of the 
sample did not work from the third workplace (only 5.2% of the sample ever worked from a third 
workplace), we only select two cases in which there is any third workplace participation. Further, 
in our subsequent analysis, we took the integration in Equations (17) and (18) from the  minimum 
to the maximum (in the natural logarithm of miles), based on the distribution of one-way commute 
distribution in the sample (this precludes long one-way commute distances, such as 500 miles, that 
would be infeasible within the context of a working day; note that our sample was restricted to 
individuals who had a designated physical office in the local area at the time of the survey).  

The selected combinations along with their expected commute distances (based on 
Equation (19) above for each individual, and then averaged across all individuals) are presented in 
Table 6. The first broad set of columns present the workplace location combination, followed by 
the expected commute distance for that combination and the expected commute distance when 
100% of the month is worked from the office. The next column presents the percent increase in 
expected commute distance as the WPL arrangement shifts from 100% at the office to a different 
WPL combination, followed by an analysis of overall changes in monthly two-way commute VMT 
in the last three columns of the table. Focusing first on the expected one-way commute distance 
change, as one would expect, the highest percent increase in one-way commute distance is for a 
shift to 100% home-based telework (see the eighth combination in the table). Specifically, relative 
to 100% office work, shifting to 100% home-based remote work increases average commute 
distances by nearly 65% (from 12.5 miles to 20.6 miles; see the fifth and sixth numeric columns 
of the table for combination #8).12 Also, to be noted is that home-based telework of any amount is 

 
12 The value of our multivariate latent framework becomes clear here. As opposed to Figure 2, where the descriptive 
statistics indicate a reduction of the one-way commute distance from 13.25 miles to 12.06 miles when going from 
100% office-based work to 100% telework, our results in Table 6 indicate the clear increase in commute distance with 
telework after controlling for exogenous effects, unobserved factors, and latent segmentation. This is because of the 
improved ability to uncover the “true” relationship between telework frequency and commute distance.  
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associated with an increase in commute distance. This may feel at odds with the finding in Section 
5.1 that the causal effect of telework on commute distance kicks in only at ≥50% home-based 
telework, but note that the direct causal effect applies only to the small-sized TC segment. In 
addition to this effect, there is also the increased work-from-office for those with low commute 
distances (≤8 miles) in the large-sized CT segment.13 Thus, the direction of causal effects in each 
segment, along with the negative unobserved covariance effect between the office WPL and 
commute distance (as discussed in Section 5.1.1), all reinforce and lead up to the increased 
commute distance associated with any non-zero home-based telework arrangement. In this context, 
consider the impact of teleworking (primarily from home) on commute distance when employees 
work remotely once a week (4.4 days a month), which appears to be a rather popular hybrid work 
arrangement. Indeed, a recent report shows that, today, the average employee works 5.8 remote 
workdays per month (Flynn, 2023). In our analysis, a once-a-week teleworking arrangement would 
fall within the range of 10% to 20% remote work. Our findings reveal a shift of 17.6% (for 10% 
home-based and 90% office) and 21.6% (for 20% home-based and 80% office) in terms of 
increased commute distance. Overall, considering only home-based telework and office-based 
work, there is an increase of about 0.5 miles (about 4%) in expected one-way commute distance 
for every 10% increase in home-based telework from 0% telework to 80% telework. But, for an 
increase from 80% to 90% home-based telework, the expected one-way commute distance 
increases by 0.8 miles (6.4% increase), while for an increase from 90% home-based telework to 
100% home-based telework, the expected one-way commute distance jumps by 1.7 miles 
(corresponding to a 13.6% increase).  

For the cases with a positive participation percentage for the third workplace that takes 
away from home-based telework (the last two row combinations in the table), the results show that 
third WPL telework leads to a modest reduction in the commute distance in comparison to home-
based telework (compare combinations 1 and 9, and 2 and 10). This decrease in commute distance 
with an increase in third WPL percentage that draws away from home-based telework is a 
combination of two reinforcing effects: (1) the negative effect of any work from the third WPL on 
commute distance from segment 1 (which overshadows the mild increase in commute distance 
associated with increased third WPL telework arising from the positive correlation in this first TC 
segment between third WPL telework and commute distance, as discussed in Section 5.1.1), and 
(2) the decrease in commute distance associated with increased third WPL telework arising from 
the relatively strong correlation in the second (and dominant) CT segment between third WPL 
telework and commute distance, also as discussed in Section 5.1.1).  

Of course, the above changes in one-way commute distance based on teleworking provides 
only half the picture. The more critical issue is the contribution of the commute distance to monthly 
commute VMT. Does a frequent office goer with low commute distance produce an overall higher 
monthly VMT, or a rare office goer with high commute distance generate higher VMT? To address 
this issue, one needs to consider the total commute VMT effect based on teleworking, as provided 
in Equation (20). For this analysis, and given that the third WPL tends to be close to the residence 
of individuals, we assume that any commute VMT to the third WPL is zero (we need to do so 
because we do not have information on WPL locations, and these could vary from day to day). 
The results are provided in the last three columns of Table 6. The individual-level expected 
monthly two-way commute VMT, as obtained from Equation (20), is averaged across all sample 

 
13 There is also the increased work-from-office for those with high commute distances (>15 miles) in the large-sized 
CT segment, but this effect is much weaker than the increased work-from-office for those with low commute distances 
(≤8 miles). 
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individuals to obtain the “Average (Across Workers) of Expected Monthly 2-way Commute VMT 
per worker for Given Combination”. Low levels of telework (to be precise up to 18.6% from home) 
are associated with added VMT generation comparable to that of no telework at all, due to the 
combination of a lengthened average commute distance and high participation at the office WPL. 
In particular, the 10% telework from home scenario is associated with a higher monthly commute 
VMT (5.8% higher) relative to the no telework-from-home scenario. This could be a cause for 
concern for transportation professionals, especially as many companies continue to encourage a 
hybrid structure for WPL arrangements. Our results suggest that limited remote work arrangements 
cannot be a tool for VMT reduction, and may even exacerbate the traffic congestion situation. This 
is particularly so because individuals with limited remote work flexibility (say one day a week) 
are likely to choose Monday or Friday as their remote work day, which, when combined with the 
longer commute distances, would imply higher VMT in this group on midweek days. Commute 
VMT reductions become tangible only at about 30-40% telework (about two days of telework per 
week for full-time workers with 22 workdays per month). In general, between 0-40% home-based 
telework and the remaining at the office, there is a 10% commute VMT reduction for each 10% 
increase in home-based telework. Beyond 40% telework, a 60% work from home scenario results 
in an estimated 45.3% commute VMT reduction, while 80% or greater teleworking arrangement 
leads to a reduction of 71.0% in monthly commute VMT. That is, in the range of 40% to 80% 
home-based telework, there is about a 13% commute VMT reduction for every 10% increase in 
home-based telework. And in the range of 80%-100% home-based telework reduction, there is 
about a 15% commute VMT reduction for every 10% increase in home-based telework. Based on 
these findings, moderate to high levels of home-based teleworking indeed can serve to reduce 
commute VMT, and it would behoove transportation planning agencies to incentivize such levels 
of telework frequency whenever feasible and possible. At the same time, through persuasion or 
even regulation, cities and state/federal labor agencies may want to discourage employers from 
providing a telework option involving only very limited days of a week or a month. 

Another observation from the one-way commute VMT statistics in the last two rows of 
Table 6 is that channeling some level of telework away from home to a third WPL reduces 
commute VMT (albeit rather modestly). Specifically, when comparing combinations 1 and 9, and 
also 2 and 10, we notice a drop of about 1.3-1.4% in VMT for the combinations with the third 
WPL relative to the comparative telework intensities solely from home. One approach for 
developers and land-use planners to foster third WPL participation may be to initially focus 
marketing and new construction of facilities (such as WeWork centers or spacious coffee shops 
and cafes) in areas where “stayers” predominantly reside – in suburban regions. Suburban dwellers 
may be less likely to relocate as a result of their newfound remote work opportunities, and may 
appreciate a third WPL when it is introduced within their established community. A second 
approach for fostering growth in third WPL telework participation is to target all income brackets. 
Currently, higher-income households exhibit a greater propensity for remote work from third 
workplaces compared to lower-income groups (as observed in Table 2). Therefore, management 
of third WPLs must offer affordable monthly membership options and provide amenities 
equivalent to those found in traditional office spaces. By catering to the needs of lower-income 
employees, who typically rely on such amenities in their regular workplaces, broader participation 
across all income groups can be achieved. Overall, these findings reinforce the importance of 
considering differential adoption and locations of teleworking preferences in transportation 
demand forecasting models at a disaggregate level to accurately represent the evolving commute 
VMT. 
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6. CONCLUSION 
In the current landscape, there is a widespread consensus that telework adoption will be at levels 
higher than observed prior to the COVID-19 pandemic. This shift is primarily driven by reduced 
resistance from employers and the firsthand experiences of employees with remote work 
arrangements. Consequently, understanding the evolving relationship between telework and 
commute distance is of significant interest not only to transportation professionals but also to urban 
and land-use planners, geographers, labor market researchers, as well as experts in air quality and 
environmental studies. In this paper, we model the workplace location (WPL)-commute distance 
decision-making process as a package choice to account for unobserved factors as well as use a 
latent segmentation approach to recognize that some individuals may choose their telework 
arrangement first and then choose their commute distance (this forms the TC segment in our 
analysis), while others may adopt a reverse causal behavioral process (the CT segment). The data 
for the analysis is drawn from a 2022 survey of Texas residents who are workers, have a designated 
office site (even if they never go in to the office), and have the option of working away from the 
office. The latent segment modeling methodology combines a multiple discrete-continuous probit 
(MDCP) model for telework adoption/intensity in terms of the proportion of monthly workdays 
worked (a) from home, (b) from the office, and (c) from a variable third workplace, with a log-
linear regression model for commute distance (that is, home-to-office distance). To our knowledge, 
the resulting sample selection-type model, based on a multiple discrete-continuous sample 
selection mechanism, is a first in the literature.  

This model structure is broadly applicable to a variety of contexts with a joint MDC-
continuous model (to capture unobserved associations through error correlations) combined with 
a latent segmentation scheme (to capture different causal directions of effect between the MDC 
outcome and the continuous outcome). Examples of such applications include linking telework 
MDC choice with other continuous travel measures (such as local non-work trip mileage and long 
distance trip mileage), vehicle body/fuel type MDC choice (types of vehicles owned by a 
household and motorized mileage on each vehicle) with non-motorized mode mileage, non-sleep 
activity participation MDC (types of non-sleep activities participated in during some other time 
unit and the corresponding time investments) and sleep duration, physical activity participation 
MDC (types of physical activities participated in during some time unit and the corresponding 
time investments) and health biomarkers (such as body mass index). In each of these cases, the 
latent segmentation approach recognizes that, after accounting for the jointness in the outcomes, 
the causal direction between the outcomes may vary across individuals. For example, in the last 
case, high physical activity participation may lead to good health biomarker metrics for many 
individuals, but it is also possible that poor health biomarker metrics lead to lower physical activity 
participation in the first place for other individuals. Of course, our model system can also be easily 
be extended to cases where the continuous outcome is replaced with a count outcome or an ordinal 
outcome or even a nominal outcome (leading to latent segment MDC-count models or latent 
segment MDC-ordinal models or latent segment MDC-nominal outcome models). Moreover, this 
methodology could be extended to different empirical contexts within the emerging technology 
field. Teleworking, while prevalent even before COVID-19, has assumed a distinctive role in the 
post-pandemic era, due to the widespread availability of broadband communication technology in 
households and alternative work settings, all of which enable smooth communication, access to 
cloud-based applications, and video conferencing. Similarly, online shopping has grown as an 
additional (to in-person shopping) channel option for daily activities and appointments. Such 
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changes in time use or rearrangement of activity participation due to emerging technology’s 
digitizing influence impact travel patterns and can be modeled using a framework similar to ours. 
Furthermore, advancements in vehicle technology, such as electric and autonomous features, are 
also reshaping residential location choices, commute distances, and activity behaviors.  In this 
setting, our latent segmentation framework can be employed to investigate whether the adoption 
of autonomous vehicle features leads to an increase in annual VMT, or whether individuals who 
drive more are predisposed to be the early adopters of  advanced autonomous vehicles. Such an 
application would mirror a study by Asmussen et al. (2022) on partially automated vehicles, where 
only one direction of effect was considered—specifically, whether Partially Automated Driving 
(PAF) technology affects annual VMT. Exploring the potential heterogeneity of causal pathway 
effects, as conducted in our current study, could offer valuable insights into the complex interplay 
between technology adoption and travel behavior.  
 The results from our proposed model indicate that men, younger employees, and those with 
higher formal education and income are more likely to be home-based teleworkers, while women 
(who are not single parents), older employees, rural dwellers, those with offices in medium-to-low 
job density areas, and healthcare workers prefer working from their office. Employees likely 
working from third WPLs include younger adults and those from higher income households. 
Finally, as expected, relative to having a commute distance between 8.01 and 15 miles, those with 
shorter commutes are high frequency office workers, though unexpectedly, those with commutes 
longer than 15 miles are also high frequency office workers. With respect to the commute distance 
outcome, our results indicate that men, single parents, older employees, those with offices in 
medium-to-low density areas, and full-time workers, are likely to have longer commutes than their 
fellow counterparts. Additionally, high frequency home-based teleworkers (working over 50% of 
their month from their homes) are expected to have longer commute distances, while any 
participation in the third WPL leads to a shorter commute. Results from the latent segmentation 
membership model and segment profile analysis demonstrate that about a fifth of the sample 
belong to the TC segment, while a larger 4/5th portion falls within the CT segment. Such a split 
highlights the bidirectional causal linkage between telework choices and commute distance. 
Individuals in the TC segment are likely unmarried, from households with older children, are 
younger than 30 years old, have an annual household income lower than $50,000, and reside in an 
urban or rural region.  
 We further quantify the impact of teleworking on commute distances by computing the 
expected commute distance for several commonly observed WPL distribution preferences. Using 
such a metric, we note that a shift from 100% office-based work to 100% home-based telework 
increases average commute distance by 64.8%, while working from a third WPL for any portion 
of a month has little impact on commute lengths. In terms of monthly commute VMT, working 
from home for less than 20% of the month (about once a week) has negligible impact on VMT 
reduction, while working from home for more than 30-40% of the days (about twice a week) starts 
to have a reasonable impact. Additionally, a shift from office-based work to third WPL telework 
significantly decreases average monthly commute VMT. 
 As with any research investigation, there are several directions for future research. While 
this study explores multiple dimensions of commute distance, it was limited to only the commute 
distance to the office. Commute distance to a third WPL was not considered, and therefore limited 
information is available on overall VMT changes due to third WPL participation. Further, because 
the third workplace location may change at each occasion, there may even be multiple third WPL 
commute distances. These issues warrant additional attention in future studies. Additionally, while 
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the sample size for this research is reasonable (824 respondents), a larger sample sizes in future 
work would be better able to more definitively characterize (or at least confirm) the effects of 
variables found in the current study, and the relative sizes of the two causal pathway segments. It 
would also help estimate additional interactions among variables that could not be identified in the 
current study. Despite these limitations, our study provides a methodical approach to explore the 
nuanced and intricate interplay between telework arrangements and residential location decisions. 
The findings provide important insights into the commute VMT effects of teleworking, which can 
serve as valuable input to land-use and traffic management policies.  
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Figure 1: Sample Distribution of Individuals among Seven WPL Combinations 

 
 
 
 

 
Figure 2: Relationship between Remote Work Frequency and Average Commute Distance 
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Figure 3: Relationship between Commute Distance and Average Remote Work 
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Figure 4: Latent Segmentation Model Framework 
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Table 1: Sample Distribution of Exogenous Variables (N=824) 
Variable Count % TX%  Variable Count % TX% 
Individual Demographics Residential Attributes 
 Gender      Neighborhood Density Type 
 Female 492 59.7 43.6  Rural 187 22.7 -- 
 Male 332 40.3 56.4  Suburban 471 57.2 -- 
 Age      Urban 166 20.1 -- 
 18 to 29 38 4.6 24.0  Home Tenure   
 30 to 39 93 11.4 23.2  Owns home 699 84.8 -- 
 40 to 49 175 21.2 21.1  Rents home 125 15.2 -- 
 50 to 64 386 46.8 24.2  Private Study    
 65 or older 132 16.0 5.3  Yes 600 72.8 -- 
 Formal Education Level      No 224 27.2 -- 
 Less than a Bachelor’s degree 133 16.1 -- Employment Characteristics    
 Bachelor’s degree 290 35.2 --  Office Density Type    
 Graduate degree 401 48.7 --  Low 193 23.4 -- 

Household Demographics    Medium 45 5.5 --  
 Presence of Children (including ages)     High 586 71.1 -- 
 No children 598 72.6 --  Employment Status and Structure    
 Child(ren) aged 0 to 4 46* 5.6 --  Full-time (work hrs per week≥30), self-employed 106 12.9 -- 
 Child(ren) aged 5 to 12 128* 15.5 --  Part-time (work hrs per week<30), self-employed 10 1.2 -- 
 Child(ren) aged 13 to 17 118* 14.3 --  Full-time, not self-employed 682 82.8 -- 
 Household structure     Part-time, not self-employed 26 3.2 -- 
 Lives alone 106 12.9 --  Number of Work Days per Month    
 Does not live with partner or alone and has no kids 106 12.9 --  1-5 days 19 2.3 -- 
 Does not live with partner and has kids (single parent) 46 3.9 --  6 to 10 days 17 2.1 -- 
 Lives with partner and has no kids 128 46.8 --  11 to 19 days 16 1.9 -- 
 Lives with partner and has kids 118 23.5 --  20 to 24 days 665 80.7 -- 
 Household Annual Income     25 days or more 107 13.0 -- 
 Less than $25,000 6 0.6 18.3  Occupation    
 $25,000 to $49,999 40 4.7 21.2  Healthcare 43 5.2 -- 
 $50,000 to $74,999 108 13.0 17.6  Retail Sales/Food Services 23 2.8 -- 
 $75,000 to $99,999 114 13.7 12.5  Education/Social Services 375 45.5 -- 
 $100,000 to $149,999 217 33.6 15.6  Information/Finance 46 5.6 -- 
 $150,000 to $249,999 191 23.5 7.0  Managerial/Technical 188 21.8 -- 
 $250,000 or more 148 10.9 7.8  Professional Services 108 13.1 -- 
     Public Administration 41 5.0 -- 
*226 households have children in them. The children categories do not add up to this number because some households have more than one child, who are in 
multiple age groups.  
“—” indicates that census comparisons are not available on the employed Texas population. 
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   Table 2: Estimation Results for Endogenous Variables Within Each Segment 

Explanatory Variables  
(base category) 

Telework Choice 
Ln (Commute 

Distance) Work from Home 
Work from the 

Work Office 
Work from a 
Third WPL 

Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat 
Individual and Household Demographics         
Gendered lifecycle variables         
 Female --  0.095 1.21 --  -0.077 -1.25 
 Single Mothers --  -0.377 -1.75 --    
 Single Parents (father and mothers) --  --  --  0.223 1.28 
 Presence of children 0-12 years (satiation) --  -0.330 -1.54 --  NA  
 Presence of children 13-17 years (satiation) --  0.301 1.19 --  NA  
Age (29 years or younger)         
 30 to 49 years old --  --  -0.365 -1.77 --  
 50 years or older -0.173 -1.85 --  -0.365 -1.77 0.083 1.26 
 30 to 39 years (satiation)  -- -- --  --  NA  
 40 years or older (satiation) -0.642 -2.32 --  --  NA  
Formal Education Level (less than a 
Bachelor’s degree)         

 Bachelor’s degree or higher 0.216 1.82 --  --  -0.283 -3.49 
Income (less than $100,000)         
 $100,000 or more 0.281 3.01 --  0.303 1.63 --  
Residential Attributes         
Population Density (Urban)         
 Suburban --  --  --    
 Rural --  0.788 6.54 --  --  
 Suburban (satiation) 0.342 1.69 --  --  NA  
Private Study (no)         
 Yes 0.310 3.11 --  --  --  
Employment  Characteristics         
Employment density (medium-to-low)         
 High --  -0.188 -1.80 -0.262 -1.68 -0.113 -1.69 
Employment Status (employed full-time - 
≥ 30 hours per wk)         

 Employed part-time (<30 hours/wk) --  --  --  -0.504 -2.70 
# Days Worked per Month (6 to 24 days          
 1 to 5 days --  -0.528 -2.28 --  --  
 25 days or more (over time) --  --  0.198 1.44 --  
Occupation (managerial, technical, 
service job)         

 Healthcare --  0.299 1.60 --  --  
 Professional Services --  -0.480 -4.06 --  --  
 Public Administration --  -0.667 -3.37 --  --  
Endogenous Effects         
Home-based remote work % (≤50%)         
 >50%  of the month NA  NA  NA  0.671 3.44 
Third WPL-based remote work (none)         
 At least once a month NA  NA  NA  -0.601 -3.26 
One-Way Commute Distance (between 
8.01 and 15 miles)         

 ≤8 miles --  0.496 2.65 --  NA  
 >15 miles --  0.211 1.47 --  NA  
Constants         
 TC Segment (“Movers”) --  0.742 2.19 -0.261 -0.71 1.199 8.09 
 CT Segment (“Stayers”) --  1.237 4.66 -0.503 -1.19 2.809 26.29 
Constants (Satiation)         
 TC Segment (“Movers”) -0.137 -0.33 0.394 0.68 -0.511 -0.76 NA  
 CT Segment (“Stayers”) -0.268 -0.83 -0.232 -0.83 -0.852 -1.44 NA  
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Explanatory Variables  
(base category) 

Telework Choice 
Ln (Commute 

Distance) Work from Home 
Work from the 

Work Office 
Work from a 
Third WPL 

Coeff. t-stat Coeff. t-stat Coeff. t-stat Coeff. t-stat 

TC Segment (“The Movers”) 
 Work from the Work 

Office# 
Work from a Third 

WPL# 
(ln)Commute  

Distance 
Work from the Work Office# 1.000& 0.526*              0.011* 
Work from a Third WPL# . 0.856* 0.529* 
(ln)Commute Distance . . 0.568* 

CT Segment (“The Stayers”) 
 Work from the Work 

Office# 
Work from a Third 

WPL# 
(ln)Commute 

Distance 
Work from the Work Office# 1.000& 0.526* -0.153* 
Work from a Third WPL# . 0.856*              -0.027* 
(ln)Commute Distance . . 0.568* 

# Differenced with respect to “Work from Home” alternative 
* Significant at 85% confidence level 
& Fixed value 
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Table 3: Latent Segmentation Assignment Model 

 
 
 
 
 
 
 
 
 
 
 
 
  

Explanatory Variables  
(base category) 

TC Segment 
The Movers 

CT Segment 
The Stayers 

(base) Coeff. t-stat 
Individual and Household-level Characteristics    

Gendered lifecycle variables    

 Presence of child(ren) aged 12 years or less -0.507 -1.28 -- 

 Lives with partner -0.812 -2.85 -- 

Age (65 years or older)    

 18 to 29 years old 0.795 1.41 -- 

Income ($50,000 or more)    

 Less than $50,000 0.798 1.61 -- 

Residential Characteristic    

Population Density (rural or urban)    

 Suburban -1.461 -4.77 -- 

Constant -0.212 -0.79 -- 

Segment Size 
20.3% 

168 
79.7% 

656 
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Table 4: Profiles of the Two Latent Market Segments 

Attributes 

Percent (%) within 
segment 

Percent (%) within 
attribute 

Overall 
Sample 

(%) 

The 
Movers 

Segment 1 
WPLCD 

The 
Stayers 

Segment 2 
CDWPL 

The 
Movers 

Segment 1 
WPLCD 

The 
Stayers 

Segment 2 
CDWPL 

Individual and Household-level Characteristics 

Gender  
Female 60.7 59.5 20.7 79.3 59.7 
Male 39.3 40.5 19.8 80.2 40.3 

Household 
children 

No children present  
(regardless of age) 70.2 73.2 19.7 80.3 

72.6 

Children present  
(regardless of age) 29.8 26.8 22.0 78.0 

27.4 

Child(ren) 0 to 12 years old 
present 22.6 16.9 25.5 74.5 

18.1 

Child(ren) 13 to 17 years old 
present 13.1 14.8 18.3 81.7 

14.3 

Household 
structure 

Single Mother   7.7   2.3 46.5 53.5   3.3 
Single Father   1.8   0.5 4.6 95.4   1.0 
Parent who lives with partner 20.7 24.2 18.0 82.0 23.5 
Others* 69.8 73.0 19.7 80.3 72.2 

Age 

18 to 29  10.7   3.2 46.1 53.9   4.7 
30 to 39 11.9 10.5 22.6 77.4 10.8 
40 to 49 20.8 21.5 20.1 79.9 21.4 
50 or older 56.6 64.8 18.1 81.9 63.1 

Education 
level 

Some college or less 16.1 16.2 20.5 79.5 16.1 
Bachelor’s degree or higher 83.9 83.8 20.3 79.7 83.9 

Household 
income 

Up to $50,000   7.1   5.2 25.4 74.6   5.6 
$50,000 to $99,999 34.5 25.0 26.1 73.9 26.9 
$100,000 or more 58.3 69.8 17.6 82.4 67.5 

Residential Characteristics 

Population 
density 

Rural 27.3 21.5 24.5 75.5 22.7 
Suburban 42.9 60.8 15.2 84.8 57.2 
Urban 29.8 17.7 30.1 69.9 20.1 

Private study 
Yes 66.7 74.5 18.6 81.4 72.8 
No 33.3 25.5 25.0 75.0 27.2 

In-Person Workplace Characteristic 

Employment 
density 

Low 26.7 22.7 22.7 77.3 23.4 
Medium   5.4   5.5 20.6 79.4   5.5 
High 67.9 71.8 19.5 80.5 71.1 

Job-level Characteristics 
Employment 
status 

Employed part-time   4.2   2.7 26.5 73.5   4.3 
Employed full-time 95.8 97.3 20.1 79.9 95.7 

Occupation  

Managerial or technical job 77.9 76.4 20.6 79.4 75.6 
Healthcare   4.8   5.3 19.6 80.4   5.2 
Professional Services 12.5 13.3 19.2 80.8 13.2 
Public Administration   4.8   5.0 19.9 80.1   5.0 

Segment size 
Percent (%) 20.3 79.7 100 

N 168 656 824 
WPL: Workplace Location; CD: Commute Distance 
*We did not include the individual segment profiles for all household structures, as the ones excluded were all fairly 
equivalent to the overall sample and segment size across all metrics (as the “lives with a partner” structure is). 
Household structures under the term “other” include: live alone, lives with partner with no children, live with parents, 
and live with unrelated roommates.
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Table 5: Data Fit Measures  
Measure 

Type 
Metric 

Proposed Joint 
Segmented Model 

Independent 
Segmented Model 

Joint Unsegmented 
Model 

Independent 
Unsegmented Model 

Likelihood 
Based 
Measures 

Log-likelihood at convergence -1793.74 -1824.29 -1839.61 -1847.44 

Number of non-constant parameters 43 38 38 31 

Log-likelihood at constants-only  -1960.87 -1960.87 -1960.87 -1960.87 

Adjusted Rho-squared value 0.0623 0.0503 0.0425 0.0420 

Likelihood ratio (LR) test: Proposed vs 
Independent Segmented 

LR = 64.54> 𝜒ሺ଻,଴.଴ହሻଶ ൌ14.07 

Likelihood ratio (LR) test: Proposed vs 
Joint Unsegmented 

LR = 91.76> 𝜒ሺ଻,଴.଴ହሻଶ ൌ14.07 

Likelihood ratio (LR) test: Proposed vs 
Independent Unsegmented 

LR = 107.40> 𝜒ሺଵସ,଴.଴ହሻଶ ൌ23.68 

Non-
likelihood 
Based 
Measures 

Discrete Participation WAPE 9.83% 11.65% 14.32% 16.26% 

Weighted Average Probability of Correct 
Prediction (WAPCP) for Discrete Combinations 

0.504 0.494 0.464 0.458 

Average Fractional Split of Days Worked from 
Each Workplace Location WAPE 

1.80% 2.20% 4.60% 5.40% 

Average ln(Commute Distance) WAPE 18.75% 20.81% 26.4% 28.34% 
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Table 6: Effect of WPL Arrangement on Commute Distance 

Workplace Location 
Arrangement 

(across an entire month) 
Expected 
Commute 

Distance for 
Given 

Combination 
(A) 

Expected 
Commute 

Distance for 
100% Work 
from Office 

(B) 

Percentage 
Increase in 
Expected 
Commute 
Distance 

100*[A-B]/B 

Average (across 
workers) of 

Expected Monthly 
2-way Commute 

VMT per Worker 
for Given 

Combination 

Average (across 
workers) of 
Expected 

Monthly 2-way 
Commute VMT 
per Worker for 

100% Work 
from Office  

Percentage 
Increase in 

2-way 
Commute 

VMT Num Home Office Third 

1 10% 90% 0% 14.7 miles 

12.5 miles 

17.6% 572.6 miles 

541.0 miles 

5.8% 

2 20% 80% 0% 15.2 miles 21.6% 526.3 miles -2.7% 

3 30% 70% 0% 15.7 miles 25.6% 475.6 miles -12.1% 

4 40% 60% 0% 16.1 miles 28.8% 418.1 miles -22.7% 

5 60% 40% 0% 17.1 miles 36.8% 296.0 miles -45.3% 

6 80% 20% 0% 18.1 miles 44.8% 156.7 miles -71.0% 

7 90% 10% 0% 18.9 miles 51.2% 81.8 miles -84.9% 

8 100% 0% 0% 20.6 miles 64.8% 0 miles -100.0% 

9 5% 90% 5% 14.5 miles 16.0% 564.8 miles 4.4% 

10 10% 80% 10% 15.0 miles 20.0% 519.4 miles -4.0% 

 

 


