Copyright © 2008 Tech Science Press CMES, vol.35, no.1, pp.49-71, 2008

Inverse Scatterer Reconstruction in a Halfplane Using
Surficial SH Line Sources

C. Jeong' and L.F. Kallivokas?

Abstract: We discuss the inverse scattering problem of identifying the shape
and location of a rigid scatterer fully buried in a homogeneous halfplane, when
illuminated by surficial (line) wave sources generating SH waves. To this end,
we consider the full-waveform response of the coupled host-obstacle system in
the frequency domain, and employ the apparatus of partial-differential-equation-
constrained optimization, augmented with total differentiation for tracking shape
evolutions across inversion iterations, and specialized continuation schemes in lieu
of formal regularization. We report numerical results that provide evidence of al-
gorithmic robustness for detecting a variety of shapes, including elliptically- and
kite-shaped obstacles.

Keyword: Inverse scattering; buried object detection; PDE-constrained optimiza-
tion; SH waves; continuation schemes

1 Introduction

Fueled, on one hand, by the desire for the non-invasive or non-destructive condi-
tion assessment of either engineered or natural/biological systems, and on the other
hand, aided by the proliferation of sensors and associated technologies that enrich
sensory information, interest in the solution of inverse problems has been steadily
increasing in the last few years. Notwithstanding the inherent algorithmic difficul-
ties associated with all inverse problems (e.g. solution multiplicity), the ubiquitous
presence of ever increasing computational power has also conspired in broadening
the application domains: from material identification (e.g. Wu, Al-Khoury, Kasber-
gen, Liu, and Scarpas (2007); Tabrez, Mitra, and Gopalakrishnan (2007); Harris,
Mustata, Elliott, Ingham, and Lesnic (2008)) and source identification problems
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(Huang and Shih (2007)) with applications to the civil infrastructure, to medical
applications (Marin, Power, Bowtell, Sanchez, Becker, Glover, and Jones (2008)),
as well as to theoretical studies of algorithmic stability of various inverse solution
schemes (Noroozi, Sewell, and Vinney (2006); Ling and Atluri (2008); Ling and
Takeuchi (2008)).

In a specialized class of inverse scattering problems, interest is focused on the de-
tection of location and shape of an obstacle embedded within a contrasting back-
ground host. The localization and shape reconstruction is usually driven by scant
measurements of the response of the host-obstacle system to probing waves. Appli-
cation domains vary widely, and include without being limited to, the health mon-
itoring of the civil infrastructure, geotechnical site characterization needs, medical
imaging, military applications (e.g. unexploded ordnances), archaeology, and oth-
ers.

A typical approach to solving the inverse problem hinges on the minimization of
a misfit functional in the least-squares sense, usually defined as the difference be-
tween measured and computed responses, where the latter are obtained for trial
locations and shapes of the sought scatterer. The fidelity, or even the success, of the
inversion process depends greatly on the richness or completeness of the available
information (measurements, boundary conditions, etc), while the source informa-
tion, the background host’s properties, and the material contrast between the host
and sought scatterer are considered known. A considerable body of the published
literature has been devoted to inverse problems where the sensors circumscribe the
scatterer, and therefore offer near-complete information (in a finite-dimensional
sense; see, for example, reviews by Colton and Kress (1983); Kirsch (1996); Colton
and Kress (1998)). In the presence, however, of incomplete information, the inverse
problem is plagued by the usual difficulties arising from ill-posedness, including
solution multiplicity and ill-conditioning of the numerical processes. In such cases,
regularization schemes aiming at the incorporation of a priori information are usu-
ally called upon to alleviate the difficulties. Moreover, classical nonlinear opti-
mization algorithms require the repeated computation of the gradient of the misfit
functional with respect to the design variables —the shape parameters in our case.
An alternative, and rather elegant approach that bypasses the ill-conditioning asso-
ciated with the finite-difference-based computation of the misfit gradients, is rooted
in adjoint formulations. In the context of three-dimensional acoustics and elasto-
dynamics applications, much of the background for adjoint formulations using in-
tegral equations or boundary elements has been provided by Bonnet and Guzina
(see Bonnet (1995); Guzina, Fata, and Bonnet (2003); Fata, Guzina, and Bonnet
(2003)).

In recent work in two dimensions (Na and Kallivokas (2008)) we discussed a
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partial-differential-equation-constrained optimization approach, borrowing from the
general framework laid by Lions (Lions (1971)), to cast the inversion problem in
a manner similar to, but not treated by, the adjoint formulation presented in Bon-
net (1995). To alleviate solution multiplicity we have also proposed and used (Na
(2006); Na and Kallivokas (2009, 2008)), continuation schemes that seem to lend
much needed robustness to the inversion process. The schemes can be used ei-
ther in lieu of, or in combination with, standard regularization schemes. Here we
extend the fullplane case to the halfplane case when the probing is driven by line
SH sources (Jeong (2006)): the problem is of practical interest to underground in-
vestigations, with military and archaeological applications involving subterranean
structures being of primary interest. In addition, we use the apparatus of total differ-
entiation to account for evolving shapes during inversion iterations, and boundary
elements to resolve the ensuing state and adjoint boundary value problems.

2 The forward problem

2.1 The boundary value problem

© Line SH harmonic sources
(N, locatic

® Measurement stations
(N locations)

Figure 1: Prototype problem schematic: scatterer S fully embedded within semi-
infinite domain €, illuminated by surficial line SH sources

We consider the prototype problem depicted in Fig. 1: let € denote the negative
halfplane occupied by a linear elastic solid characterized by a shear wave velocity
¢s, and let S denote a rigid scatterer bounded by I's and fully embedded within
Q. The host-scatterer system is subjected to surface harmonic excitation on I'y,
characterized by a circular frequency @. We are concerned with the particular case
of antiplane motion, i.e., of scalar SH waves generated by idealized line sources
situated at x; locations, where j = 1,...,Np (point sources in two dimensions).
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The associated boundary value problem, in the frequency domain, can be cast as:

Au'(x) +Ku'(x) =0, xeQ, (1)
u'(x) =0, xeTs, 2)
Ju' Nr
,u%(x):zinAD(x—xj), XEFH, 3)
-
a t
lim /7 (— —zku) —0, 4)

where a time-harmonic factor e'®’ has been assumed throughout. In the above,
Q=0Q\S, Ais the Laplacian and (1) is the Helmholtz equation; u' denotes the
total displacement field; k = ¢ is the wavenumber; (2) is the boundary condition
on the immovable rigid scatterer (3) describes the boundary condition on the free
surface I'y, with P denoting the traction amplitude, Ap the Dirac delta function,
and n the outward normal to I'y; u is the shear modulus of the host material; and
(4) is the Sommerfeld radiation condition, where » denotes radial distance from the
scatterer. If the incident field generated by the surficial sources and in the absence
of the scatterer is denoted by !, then the total displacement field is given as:

u' = ', 5)

where u® denotes the scattered displacement field. Notice that the incident field
generated by the surficial sources can be obtained as a solution to the following
boundary value problem:

Au'(x) +Kul(x) =0, x€Q, (6)
oul Nr

Ho =Y PiAp(x—x;), x€Ty, (7)
ji

111£1°f<——1ku> =0. 3)

2.2 The boundary integral solution

Next, we seek solutions to the two boundary value problems (1)-(4) and (6)-(8),
respectively. To this end, we favor classical boundary integral formulations, for
the combined benefits of dimensionality-reduction and a priori satisfaction of the
radiation condition they offer. Accordingly, we use Green’s second identity, to
arrive at the integral representation of the solution to (1)-(4):

ut Nr p. .
u'(x) = —D[u'](x) +6 [(9_] (x) — Z %GH(x,xj), xeQ, )



SH Inverse Scattering in a Halfplane 53

where the single- and double-layer potentials & and ® are defined, respectively,

as!:

= [ ) 6" dr(), (10)

9G" (x,y)

oy dls(y), an

D) = | )

Is
with x € Q, y € T, and the normal n on T pointing to the interior of Q. In the
above, G denotes the halfplane Green’s function (derived using a traction-free
surface condition), which is defined as:

GM(x.y) = Glx.y) +G(.y) = — (B (kr) + H (k). (12)

where G(x,y) denotes the fullplane Green’s function; r = [x —y| and 7 = |¥ —

X denotes the mirror point of x with respect to the free surface; i is the imaginary
unit; and Hél )() is the zeroth order Hankel function of the first kind. Moreover, the
following jump conditions hold:

oodim_ S(11) = SI10), or SLf) =5[] (13)
o dim DU = 37+ DU, or Df) = 5 +DL) (14)
where,
/f H(x,y) dTs(y), x,y € T, (15)
H
pINW = [ 1) ar(), vyeTs a6

By virtue of the jump conditions (13)-(14), and the boundary condition (2), Eq. 9
reduces to:

out Nr p.
S[a—”;] (x) = ;jGH(x,x,-), xeTs. (17)
=
Equation (17) provides readily the solution for on I's. To obtain the total dis-
placement within Q we use the domain integral representatlon.
d X p
u'(x) = 6[ ”]()—ZHJGH(H,) xeQ. (18)

dan =

! Euler script letters (e.g. &) are used for domain representations of the layers, (i.e., when x € Q)
and roman letters (e.g. S) for their boundary counterparts (i.e., when x € I').
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Similarly, it can be easily shown that the solution to (6)-(8) yields the incident field
as:

A

i < P
”(x):_ZEG (x,xj), x€Q. (19)
=1

Consequently, the scattered field in Q is obtained as:

A

a”t] (x), xeQ. (20)

wWx)=u'—u' =& [%

3 The inverse problem

We are concerned with the reconstruction of I's, when given a set of measurements
of the scattered displacement field at Ns locations on the surface of the halfplane

(Fig. 1).
3.1 The amplitude-based misfit functional

Our starting point (see also Na and Kallivokas (2008)) is an amplitude-based misfit
between the measured response and a computed response, with the latter corre-
sponding to an estimate of the location and shape of the scatterer S. In Na and
Kallivokas (2009, 2008) we argued in favor of an amplitude-based misfit as op-
posed to the amplitude of the difference between the two responses, since the for-
mer presents the optimizer with a less oscillatory functional than the latter, thus
facilitating the search for a minimum. Accordingly, let:

s (lut(x; — |ut (x;)])?
2= 1§ WD) on

i ()2 ’

where u' is the scattered computed displacement based on an estimate for I's; u!,
is the measured scattered displacement field due to the true scatterer. Here, we
generate u!, synthetically, typically using denser discretizations than those used for
the inversion process in order to avoid committing classical “inverse crimes.”

3.2 The augmented misfit functional

To tackle the inversion, we adopt, similarly to the fullplane case (Na and Kalli-
vokas (2008)), a partial-differential-equation-constrained optimization approach,
whereby the governing equations and associated boundary conditions are imposed
as side constraints to the misfit (21) via the use of Lagrange multipliers. In this man-
ner, the, originally, constrained optimization problem is cast as an unconstrained
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one. There results:

s (|ut(x; — it (x;)])?
gL BED B g f

AT TP
L. <5é>[Au<5é> S, oo
/7LD éf éé)dr‘?
[ 2065, G 0.6~ X (s i
- a6 8| Gret i g |ar ). )

In (22), A denotes Lagrange multiplier; Ap also denotes a Lagrange multiplier used
to enforce the essential boundary condition on the scatterer’s boundary (A and Ap
have different physical dimensions). The scalar metric & above has been introduced
to account for the evolution of the scatterer boundary during the search iterations
for the true shape I's. The idea originated from the work of Guzina and Bonnet
(Guzina, Fata, and Bonnet (2003)), where it was similarly used. In this sense, &
depends on the parameterization of every trial shape. Thus, I'> denotes one snap-
shot of I's, which, in general, differs from the true I's. Notice also that, since re
changes, so does the surrounding domain: we use QFf to denote the, also evolving,
semi-infinite domain surrounding Ies.

To reconstruct I's based on the measurements u! , we seek a stationary point for
the augmented functional .<7. To this end, it is necessary that first-order optimality
conditions for .o/ be satisfied. The variations of .7 with respect to the scalar metric
& require the apparatus of total differentiation (Petryk and Mréz (1986); Kosinski
(1986)), for which we repeat below the primary ingredients.

3.3 The evolving scatterer shape

We consider that the boundary evolves driven by a transformational velocity field
v, which, in general, can be described by two components, one normal and one
tangential to the boundary. For small shape perturbations, that is, as long as the step
changes across shape iterations remain small, the tangential velocity component
can be ignored. Thus, if x denotes a point on boundary I" (Fig. 2), then, driven by
the velocity component v,, I" evolves to I'>, and x becomes:

1“9x—>x—l—év,,(x)n(x)Exéj ere, (23)
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l—‘i

s Transformation
velocity

Figure 2: Boundary shape evolution due to a transformational velocity field

where 7 is the normal to the boundary. Accordingly, when v, is known, all that
is needed to characterize the shape evolution is the scalar metric £. Notice that T’
corresponds to & = 0. To be able to accommodate the variations of the augmented
functional .«7 with respect to &, the following total derivatives of a scalar field, line,
and domain integrals, are needed (Petryk and Mré6z (1986); Kosinski (1986)):

Dfx%,8)]  _[;,. of

B L_O—[fw@], 24)
D : el i, 9

D LS5 6T L_O— [ |7+ SE - ar @5)
D : é] [

e /mf(x £)dQ B /QfdQ—i—/rfv,,dl“, (26)

where k denotes the curvature of the boundary I', and f =

S

3.4 The first-order optimality conditions

The first-order optimality conditions are established by calculating the first varia-
tions of the augmented functional, .7, with respect to the Lagrange multipliers (or
adjoint variables) A, Ap, the state variable ', and the scalar metric £. Accordingly:

§ 7 =0, 8,4 =0, &, =0, & =0. 27)
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3.4.1 The first condition

Imposing the first of (27) yields:

t Nr
5“27_9{6’{/ 52 (A +K2ut) dQ _/ ( ZPAD (r—x; >dFH
Q¢

i=1

—/ oA ((9_u —iku ) drm} =0, (28)
r. or

8, _SKe{ - /‘5 SAp u' dr‘f?} = 0. (29)
T

Clearly, for arbitrary A and dAp, the vanishing of the variations in (28) and (29)
recovers the forward (or state) problem (1)-(4) for any instantiation of I and QF.
The solution of the state problem is then readily recoverable by using the boundary
integral equation (17).

3.4.2 The second condition

Next, we take variations of .7 with respect to the state variables u'. There results:

8ol = 9%{ > sty ‘mﬁi B (1 ) ‘\L:T&j))\‘)

=1
t 2 13 t A &
—1—/955u(A7L—|—k7L)dQ —/ sut (2p— 5 ) dr

adéu' (O
— S _ -
ré)b 3 dr . ou' 8ndrH

—/ Sul (al—zkz> }_0, (30)
I.. on

where an overbar (u!) denotes complex conjugate of the subtended variable. For
(30) to be satisfied for arbitrary du' and 355:17 the adjoint variables A and Ap should
satisfy the following:
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Adjoint problem:
|t ()]
M)+ Z \ut x;) \2< |ut(x)] Aol =), € O,
A
)L(x):()v )LD(x):%v xeréa
A
%(x):O, xely,
111130\/—<—)L—zk7t> 1)

We remark that the governing operator in the adjoint problem (31) is identical to
the governing operators in the state problem, and thus a single matrix inversion
is sufficient for both the state and adjoint problems. Thus, we use the following
boundary integral equation to solve for ‘3—& onT%:

2 RN < I VN T C 1) SR U C.7) | B N
S[an]” EG(”M(@)P(] \ut(xm)’ e 62

Notice again that the single-layer terms in (17) and (32) are the same for both the
state and adjoint problems.

3.4.3 The third condition

Next, we require that the variation of .7 with respect to £ vanish:

D
D¢

1 i (o' (x5, ) | — lut (x1)1)°

Juta (%))

—|—9Te{/ A (Aut 4+ K2u')dQs —/ Ap ut dT®
Q¢ ¢

dut &
_/ <u ;PADx xl>dFH —/ l(%—i—zku)drm}]é_o' (33)

1

e

By taking into account the total derivative of a scalar field (24), and that the trans-
formation velocity v, vanishes on the free surface I'y, there holds:

R R,

S P (e
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By using (34), integration by parts, i.e., that AAu' = —VA - Vu'+V - (A Vu'), and
the divergence theorem, (33) becomes:

s o2 )

42 [sne{/( VA Vil + K2 Au)dQE — /A oM e _ /7wc1rg
Q¢

" DE
+/ A Z ~Ap(x—x;) dTy +/ Aiku' drm}] : (35)

T 4 M I &=0
Using (24)-(26), it can be shown that the line integrals in (35) reduce to:
D[ Ju' - du' dA du
D warsl - / ou r 36
DE _SKe land L ) Re [lan—l- "3 I ]d S, (36)
D [ ¢ Ju'
— SK@/ Ap u' dI’ :9{6’/ Apitt +v,Ap—=|dIs. (37)
D& | ré £=0 s an
D[ &P &P
= |3e [ 23 Fap(x—x) dl"H] ~%e [ A3 Taplx—x) Ty G8)
DE| I S £=0 Tu o
D late / Aikutdrm] — Re / ik(Aut)dT ., (39)
Dé L I E=0 I

where we used that v, vanishes on both I'y and I'... Similarly, the domain integral
in (35) reduces to:
[%e/ (—=VA 'Vut—l—kzlut)dQé] =
DE =0
Re { / (=VA - Vi =V - Vit + AK%u +i'k*A)dQ+ | (=VA- vut)v,,drs} :
0

(40)

Is

Using the weak forms of the state and adjoint problems, with A and @° as weight
functions, respectively, yields:

. t
/( VA - Vi + Ak2ut)dQ = Aa” dFS—/ ikAu'dTo — Aa— dTy, (41)
Q dan I. Tu on
it i (x)) |t (%))
Vil - VA +i'kPA) d il (1— m % )
IS =~ 2 G\ i)

— / ik AdT . + utal dlg. (42)
I. rs on
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Finally, the last integral in (40), using the gradient’s decomposition into tangential
and normal components, can be shown to yield:

dA du'
p— . t f— N —
/]_S( VA -Vu')v,dl's = /]_S< 51 9 v,,) dls. (43)

Combining (33)-(43) results in the control equation, or control problem, which is
satisfied only for the true target.

Control problem:

t
55&27 =Re [/]“ oA a—udrs] =0. 44)

Vn
s dn dn
4 Numerical experiments

The simultaneous solution of the state, adjoint, and control problems, ensures the
stationarity of the augmented functional .27, and, therefore, lends hope to recov-
ering the true target. Naturally, the problem is ill-posed in the Hadamard sense,
and is thus prone to solution multiplicity. We discuss first the solution approach
for the triad of the total displacement field «', the adjoint variables (or Lagrange
multipliers) A, and the shape parameters defining T's.

The inversion process is initiated with a trial shape constructed via a parameter-
ization of the scatterer’s boundary I's, defined by a shape parameterization func-
tion W(p), with p denoting shape parameters (e.g., p could denote coordinates of
characteristic points such as the center of a circle or the corners of a rectangle, co-
efficients of a series describing the assumed shape, nodal coordinates of a bound-
ary discretization, etc). The shape parameters p constitute the control variables.
Next, we opt for a, so-called, reduced-space approach, whereby the state problem
is solved first using (17) for a trial shape I's, thus yielding u'. Then, the adjoint
problem is solved using (32), driven by both the measurements ! and the state
solution u' obtained in the previous step. All that remains is to update the shape
parameters p. This end, we note that:

8yl = V.2, (45)

where p; denotes the i-th parameter of the shape parameter vector. Equation (45)
suggests that the gradient of the (original) misfit functional with respect to a shape
parameter equals the variation of the augmented functional with respect to the shape
parameter, owing to the satisfaction of the side conditions, which, in turn, is due to
the solution of the state and adjoint problems at the two prior steps. Furthermore:

t
8l = 8:./ = Re [/r 04 a—”drs] , (46)

SV"% on
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where the normal component of the transformational velocity v/, at a point x is
defined as:

k) = i |ux )= ap " ap @7

In (47), ¥,, ¥, denotes the cartesian components of the shape parameterization
function . Thus, by virtue of (45)-(46), any gradient-based scheme can be used to
update the shape parameters p: here we used a conjugate-gradient scheme. Once
the shape parameters have been updated, and thus a new trial I's has been computed,
the state and adjoint problems are solved anew. The process continues until the
shape parameters have converged.

To alleviate solution multiplicity, and in lieu of regularization, we use a frequency
continuation scheme (Na (2006); Na and Kallivokas (2009)). Accordingly, we
probe at multiple frequencies, typically starting with a low frequency, and feed
the converged shape parameters due to one frequency’s probing as initial values for
the shape parameters used during the next (higher) probing frequency. At the end
of the process, we revisit all lower frequency misfits to ensure that the final shape
parameters yield indeed a minimum for all frequencies. The process, thus far, has
been met with success, and is characterized by robustness. Typically, we have ob-
served that probing at low frequencies tends to localize the scatterer, whereas high
frequencies tend to refine the shape.

We discuss next specific numerical experiments, where we report the convergence
path of trial shapes to the target based on measurements resulting from the surficial
line SH sources. To quantify how well the converged shape fits the target, we define
a solution-fitness metric ey as:

_ (Ag—An)+ (A1 —An)
€f = AT 5

(48)

where Ag denotes the area enclosed by the boundary of the estimated shape, whereas
Ar is the area surrounded by the boundary I's of the true shape; An represents the
area defined by the overlap between Ag and Ar.

4.1 Circular scatterer

We consider first the case of circular scatterer; the problem configuration is shown
in Fig. 3. We define the shape parameterization function ‘¥ as:

| xo+Rcos0
\P(”)_{ Yo+ Rsin @ } “49)
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O: Receivers Wave source (0=0.1)

(-20,0) (-10,0) (10,0) (20,0)

' { n/ (o,0>r4 g 3

M Initial guess
/
Shear wave velocity ¢,=1 Q

Target

Figure 3: Circular scatterer: problem configuration

where 6 ranges from 0 to 27, and p = [xo,y0,R]; xo and yy denote the cartesian
coordinates of the center of a circle of radius R. The initial guess is also a circle
of radius R = 1.5, whose center is at (5,-4), i.e., the initial shape parameters are
po = [5,—4,1.5], whereas the true shape parameters are py,. = [0, —10, 1]. We use
a single wave source with @ = 0.1 situated at (0,0), within a medium characterized
by ¢y = 1. Four sensors, located at (-20,0), (-10,0), (10,0) and (20,0) on the free
surface, are used to drive the inversion process.

As it can be seen in Fig. 4, as the iteration number increases, the shape approaches
the target quite accurately. At the 645-th iteration, the shape parameters have con-
verged to pg,, = [0.000,—9.987,1.000], and the solution-fitness metric is reduced
to 1.53% (Fig. 5).

4.2 Elliptical scatterer

Next, we turn to the case of an elliptical scatterer with a ratio of major to minor
axis of 4 to 1, whose shape is parameterized using four parameters:

] xo+acos6
2 _{ Yo +bsin 6 }’ (50

where 6 ranges from 0 to 27; p = [xo, Y0, a, b]; xo and yo denote the cartesian coordi-
nates of the center of the ellipse; and, a and b are the lengths of the major and minor
semi-axis, respectively. The initial guess is a circular shape with parameters p, =
[—7,—2,1,1], whereas the target shape parameter vectors is p,. = [2,—8,2,0.5].
Figure 6 depicts the problem configuration: the sensors are located at (-15,0), (-5,0),
(5,0) and (15,0), and we use three wave sources situated at (-10,0), (0,0), and (10,0)
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Figure 4: The circular scatterer: convergence path
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Figure 5: The circular scatterer: solution-fitness metric
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Initial guess

Target

Shear wave velocity ¢.=1

Figure 6: The elliptical scatterer: problem configuration
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on the free surface. We start the inversion with a probing frequency of @ = 0.1
However, as it can be seen from Fig. 7, after more than 200 iterations the process
has converged without the target having been recovered. We turn to the frequency
continuation scheme, and increase the probing frequency to @ = 0.5, which now
nicely recovers the target. The final parameters are pg,,; = [2.01,—8.01,1.98,0.49]
and the fitness metric is reduced to less than 3% (Fig. 8).

; Sensor Source Sensor
] (@) ]

Free Surface

nitial guess
=2 7 S0
{ |

\ ) 70th
4N S
- 100th

0

-6 150th

Target(ellipse)
-8
235th 412th

-8 -6 -4 -2 0 2 4 6 8
X

Figure 7: The elliptical scatterer: convergence path

Solution fitness

0 100 200 . 300 400 500
Iterations

Figure 8: The elliptical scatterer: solution fitness metric

4.3 Potato-shaped scatterer

To further exercise the algorithm we turn to a mixed convex/concave shape in the
form of a potato. The geometry of the scatterer is parameterized by the following
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relationship between ¥ and p:

_ 3 )
ar+ |az+ Z{azlurzcos(ie)—l—

- i=1 )
azi43 sin(ie)} cos(0)
¥(p) = ) 3 ) ; (51)
ar+ |az + Z{a2i+2cos(i9)+

- i=1 )

azii3 sin(ie)} sin(0)

where 6 ranges from O to 27, and p = [ay,...,a9]. The inversion is initiated with
initial shape parameters p, = [-5,—4,1,0,0,0,0,0,0] corresponding to a circular
scatterer. The target’s parameters are

Pirue = [2,—10,1,0.2,—-0.3,0.125,0.125,—-0.05,—0.05]. We deploy six sensors
situated at (-30,0), (-20,0), (-10,0), (10,0), (20,0) and (30,0). The wave sources
are located on the free surface at (-15,0), (0,0), and (15,0). We use the frequency-
continuation scheme with probing frequencies at @ = 0.1, 0.3, 0.5 and 0.8. We fur-
ther enforce the shape to remain circular during the probing with the first frequency
in order to facilitate localization, prior to shape refinement, and to also prevent the
shape from changing in non-physical ways, for which we have not accounted in our
algorithm. As it can be seen in Figure 9, using the first frequency only, the shape
parameters have converged to a location near the true target. Next, we release the
shape constraint and use the continuation scheme to probe at higher frequencies.
As depicted in Fig. 10, the target is successfully reconstructed. Figure 11 shows
the convergence of the solution-fitness metric, which is reduced to 4.6% for the
final parameter set (pg,, = [ 2.11, -10.21, 1.03, 0.056, -0.0096, 0.13, 0.10, -0.08,
-0.022)).

4.4 The kite-shaped scatterer

We finally attempt to invert for the shape of a kite-shaped scatterer, whose exact
shape is provided by the continuous parameterization below:

x(0) =cosH +0.65(cos26 — 1),
y(6) =1.5sin6 — 10, (52)
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where 6 ranges from O to 2x. In order to approximate the boundary, the following
boundary parameterization function is employed:

8 3\
ay + [613 + Z{a2i+2cos(i9)+
i=1
azii3 sin(iG)H cos(0)
¥(p) = g , (53)
a + [ag + Z{a2i+2cos(i9)+
i=1
azi43 sin(iG)H sin(0)

where again 6 ranges from O to 27, and p = [ay, ...,aj9]. We start again the
inversion with the shape parameters p, = [—6,—3,1,0,---,0] corresponding to a
circular scatterer. We remark that, as it can be seen in the first of the convergence
graphs shown in Fig. 12 the kite-shaped scatterer has deeper concave parts than
the preceding shape, and thus represents a more severe test. We, therefore, use
a greater number of sources and sensors on the free surface to enrich the mea-
surement set: there are ten wave sources between (—45,0) and (45,0) spaced at
10.0 length units. There are 21 sensors located between (—100,0) to (100,0) at a
spacing interval of 10.0 units. We employ the frequency-continuation scheme with
probing frequencies set at @ = 0.1,0.3,0.8,1.3,1.7,2.5,3.3. As seen in Fig. 12,
using the first probing frequency moves the scatterer close to the target (we have
again used a shape constraint). Figure 13 depicts the sequence of shape refinements
induced by the frequency continuation scheme, whereas Fig. 14 shows the fitness
metric convergence. We remark that point (or line) sources cannot illuminate the
domain as efficiently as traveling plane waves can, and it thus becomes harder to re-
construct scatterer shapes based on such sources. The problem is exacerbated when
non-convex shapes are targeted, especially in the cases considered herein, where all
sensors are located in the backscattered region, and therefore are not privy to infor-
mation emanating from the shadow zone of the scatterers. Still, as the numerical
results attest, the shape reconstruction appears quite satisfactory.

\

5 Conclusions

In this article, we discussed a frequency-domain methodology for detecting the
shape and location of rigid scatterers fully embedded within an elastic halfplane,
when illuminated by surficial SH line sources. In particular, building upon prior
work in the fullplane case, we combined amplitude-based misfits, with continua-
tion schemes, and cast the inverse problem within the general framework of PDE-
constrained optimization. We used boundary integral equations to resolve the en-
suing Euler-Lagrange optimality conditions, which had resulted in state, adjoint,
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and control problems. In summary, the process has, thus far, exhibited robustness
under reasonable (and realistic) configurations of sensors and sources, as evidenced
by the numerical results. Despite a relatively large number of iterations needed for
convergence, the entire framework is well suited for detection of objects that con-
form to the assumptions made herein regarding the homogeneity of the background
host and the rigidity of the scatterer with respect to the host material. Extensions
to the more interesting three-dimensional case are straightforward, albeit computa-
tionally more demanding.
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