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ABSTRACT
Automatic license plate recognition (ALPR) and vehicle recognition are critical components in
traffic law enforcement, parking management, toll collection, crime-solving and more. Performing
ALPR on videos captured by hand-held smartphones or dashboard cameras (dashcams) introduces
unique challenges compared to fixed traffic cameras, including camera lens motions, suboptimal
viewpoints, occlusions, and the absence of prior knowledge of road geometry and location. Tra-
ditional ALPR systems rely on specialized camera hardware, hand-crafted OCR pipelines, and
tightly coupled sub-modules; so they degrade significantly when faced with small, blurred, or par-
tially occluded plates. Recent advances in large vision–language models (VLMs) have improved
their ability to recognize free-form text and semantics directly from arbitrary imagery within a
single network.

This paper presents the first comprehensive study applying off-the-shelf VLMs to monocu-
lar (single-lens) video captured by both fixed cameras and handheld smartphones, for two parallel
tasks: license plate recognition and vehicle make + model recognition. The end-to-end frame-
work detects vehicles and plates using YOLOv8, ranks frames via a CLIP-based perceptual quality
score, composites top frames into rich visual prompts, and queries VLMs through tailored prompt
engineering. Experiments on an internal 24-video smartphone benchmark and the public UFPR-
ALPR dataset demonstrate that this method achieves 91.67% plate-level top-1 accuracy, nearly
tripling the previous 29.7% top-10 baseline. For vehicle make and model recognition, the model
attains 70.8% top-1 accuracy compared to 16.9% previously reported. This paper shows how open-
source Llama-3.2-Vision (11B) matches GPT-4o in performance with zero API cost, enabling full
on-device deployment. To further improve robustness, we introduce a lightweight self-reflection
module that prompts the VLM to revisit its initial prediction based on visual evidence from a re-
trieved reference image. This module yields a consistent accuracy gain of 5.72% across VLMs and
datasets.

Keywords: automatic license plate recognition, vision–language models, CLIP image quality as-
sessment, prompt engineering, traffic law enforcement, automated enforcement, self-reflection
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INTRODUCTION
Nearly 1.2 million people die each year globally in road traffic crashes(1), with over 40,000 fa-
talities occurring in the United States alone in 2023 (2). Speeding, reckless driving, and hit-and-
run collisions account for many of these fatalities, yet the lack of real-time enforcement tools
makes preventing them especially difficult. Stationary cameras, while effective, are very expen-
sive to install and maintain—averaging over $120,000 per location (3). Their fixed placement
limits coverage, and many cities, states and nations are reluctant to use them. Moreover, drivers
often slow down near enforcement points (and speed up downstream, once out of camera view),
a phenomenon known as the “kangaroo effect” (4). A scalable alternative lies in enabling ordi-
nary citizens to assist enforcement by capturing video footage of infractions using smartphones
or dashcams. However, leveraging such crowd-sourced data requires robust tools for analyzing
low-quality, personal videos, which is a significant technical challenge.

Several nations have developed public reporting platforms to facilitate citizen-driven traffic
enforcement. For example, in South Korea, citizens can use the official “Safety e-Report” service1

to report traffic violations by uploading video evidence directly to law enforcement. In return,
some users may receive monetary rewards or recognition, effectively turning smartphones into
distributed enforcement tools and encouraging community participation in road safety (5, 6). In
New York City, citizens have been helping enforce diesel-truck idling laws; those submitting 3
minutes of video receive 25 percent of any fine obtained from heavy-truck owners, which is close
to $87.50 (7). Such low-cost programs cost-effectively extend enforcement reach while building
social accountability among drivers.

Despite their success, these systems still require users to manually enter important vehicle
information such as the license plate number, make, and model. In many cases, this information is
added after the video upload is complete, or left out entirely when the plate is difficult to read. This
extra step increases the burden on users and reduces the number of reports that can be successfully
verified. Automating the extraction of this information directly from the video would improve ease
of use, minimize input errors, and increase the likelihood that valid reports result in enforceable
actions.

To enable automatic traffic law enforcement from citizen-recorded videos, two core recog-
nition tasks are essential: Automated license plate recognition (ALPR) and vehicle make (manu-
facturer) and model recognition. These tasks serve as the foundation for identifying and tracking
offending vehicles across time and locations. ALPR allows for the extraction of unique vehicle
identifiers, enabling citation issuance, database cross-referencing, and ownership tracing. Recog-
nizing the make and model of a vehicle provides an additional layer of verification or confirmation,
and is especially valuable in cases of partial plate visibility, occlusion, or modified plates. Together,
these two tasks form the minimum viable input required for automating enforcement actions from
unstructured video evidence.

ALPR, also known as Automatic Number Plate Recognition (ANPR), is a foundational
intelligent transportation system (ITS) technology for automated enforcement, enabling identifi-
cation of vehicles involved in traffic violations, toll evasion, or criminal activities. It can play a
critical role in issuing citations, locating stolen vehicles, and monitoring access points (to paid

1https://www.safetyreport.go.kr/eng/

https://www.safetyreport.go.kr/eng/
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FIGURE 1: Comparison between an ideal high-resolution license plate (left plate) and four low-
quality plates from real-world footage (right).

parking lots, tollways, and high-security events). However, traditional ALPR systems depend on
high-resolution cameras and controlled environments, making them unreliable when applied to
noisy footage from standard smartphones or legacy closed-circuit television (CCTV) camera sys-
tems. In such cases, license plates may occupy only a few pixels or appear blurred or occluded,
reducing the effectiveness of conventional optical character recognition (OCR) systems. An illus-
trative comparison is provided in Figure 1, contrasting an ideal high-resolution US license plate
with a low-resolution, blurry plate often seen in real-world video footage.

Beyond plate recognition, extracting vehicle make and model further enhances enforcement
capabilities by supporting cross-verification, vehicle re-identification, and suspect profiling. But
this task typically relies on separate classifiers that are sensitive to viewpoint variations and trained
on limited datasets, making them brittle and hard to scale.

Conventional approaches (8–10), for ALPR typically rely on dedicated OCR engines ap-
plied to tightly cropped plate regions, while make and model recognition is handled by specialized
CNN-based classifiers trained on curated vehicle datasets (11), (12). These pipelines often assume
clean, high-resolution imagery and controlled viewing conditions, which rarely hold in citizen-
sourced or dashcam videos. In such scenarios, low resolution, motion blur, obstructions, and un-
usual angles significantly degrade the performance of traditional classification models. Moreover,
maintaining and deploying multiple task-specific models increases system complexity and makes
real-time, on-device processing difficult. A practical system therefore needs to be task-agnostic.
In other words, it should take an entire video sequence as input and, without relying on separate
specialist modules, return the plate text together with make and model.

Vision-language models (VLMs) meet these requirements by training on vast collections of
image–caption pairs so that one network can handle both pictures and words. Inside the model, the
visual branch converts pixels into internal features that the language branch can immediately read,
allowing the system to recognise objects, decipher text, and answer questions without switching
between separate modules. In practice, visual understanding means spotting a vehicle and reading a
partly blurred plate; reasoning means combining those observations to respond to a prompt such as
“What make and model is the car, and what does the plate say?” Because prompts steer the model
at run-time, the same network can tackle many tasks with little or no extra training, eliminating
the need for standalone OCR or make-model classifiers and making VLMs well suited to real-time
traffic-enforcement video.

Specifically, this study evaluates four state-of-the-art VLMs: GPT-4o (13), Llama 3.2-Vision
(14), LLaVA (15), and MiniCPM-V (16). With carefully engineered prompts, each model is tasked
with inferring vehicle attributes and deciphering license-plate characters, even under low-resolution,
blurry, or partially occluded conditions. A primary research question is as follows: Can recent
VLMs replace OCR and semantic classifiers in a single unified module, operating directly on
crowdsourced video footage? This paper answers in the affirmative while providing: (1) an end-to-



5

end pipeline combining object detection, frame-quality ranking, and VLM prompting; (2) the first
extensive benchmark of multiple open and proprietary VLMs on plate and make + model recog-
nition, including a cost-accuracy analysis; (3) evidence that an inexpensive 11-billion-parameter
VLM matches GPT-4o performance (accuracy) while running locally in real time; and (4) a self-
reflection module that improves prediction robustness, along with ablation and error analysis guid-
ing future ALPR research.

To strengthen system robustness we introduce a lightweight self reflection module that
prompts the VLM to verify and, if required, revise its own output. The module proceeds in three
steps. First it retrieves the most visually similar vehicle image from an external gallery. Next it
asks the VLM to compare this reference with the initial prediction. Last it produces an updated
answer only when the visual evidence justifies a change. Experiments show that this self reflection
yields a modest yet consistent gain in accuracy across every tested VLM and across both of our
evaluation datasets.

RELATED WORKS
Traditional ALPR systems typically employ a multistage pipeline that involves license plate detec-
tion, character segmentation, and character recognition, often relying on handcrafted features and
optical character recognition (OCR) techniques (17). These methods, while effective in controlled
environments with high-resolution cameras and optimal lighting, tend to degrade in performance
when faced with challenges such as motion blur, occlusions, varying viewpoints, and low-quality
images, which are prevalent in video captured by handheld devices like smartphones.

Recent advancements in deep learning have significantly improved ALPR robustness. For
example, LPRNet (18). LPRNet Paper introduces a lightweight convolutional neural network
(CNN) that performs end-to-end license plate recognition, achieving real-time performance with
high accuracy on standard datasets. Despite these advances, deep learning-based ALPR systems
can still struggle with the variability and noise inherent in unconstrained environments, such as
those encountered in smartphone-captured video.

Vehicle Make and Model Recognition
Parallel to ALPR, vehicle make and model recognition has gained traction in applications like traf-
fic monitoring, surveillance, and autonomous driving. Deep learning approaches have been partic-
ularly effective in this domain. For instance, Deep Learning Vehicle Classification (19) employs
CNNs to classify vehicles based on visual features, demonstrating high accuracy on fine-grained
vehicle datasets. These systems, however, typically require large annotated datasets and may not
generalize well to diverse real-world conditions, such as varying lighting or partial occlusions.

Vision-Language Models (VLMs)
The advent of large vision-language models (VLMs) has introduced a transformative approach
to vision tasks by leveraging joint understanding of images and text. VLMs, such as CLIP (20).
CLIP Paper, GPT-4o, and LLaVA, are pre-trained on extensive datasets of image-text pairs, en-
abling them to perform a wide range of tasks, including zero-shot classification and text recogni-
tion, without task-specific training. These models excel in understanding complex scenes and can
generate textual descriptions from visual inputs, making them well-suited for tasks like ALPR and
vehicle recognition.

Recent studies have explored VLMs for optical character recognition (OCR) tasks in dy-
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namic environments. For example, Benchmarking VLMs for OCR evaluates the performance of
VLMs like Claude-3, Gemini-1.5, and GPT-4o on OCR in video frames across diverse domains,
such as code editors and advertisements. The study highlights VLMs’ potential to outperform tra-
ditional OCR systems like EasyOCR and RapidOCR in complex scenarios, although challenges
like hallucinations and sensitivity to stylized text persist.

Specifically for ALPR, Advancing Vehicle Plate Recognition (21) demonstrates the appli-
cation of vision-language models (VLMs) to recognize license plates under challenging conditions
such as low illumination, motion blur, and tightly packed characters. The authors fine-tune a VLM
(PaliGemma) to develop VehiclePaliGemma, achieving 87.6% accuracy on a Malaysian license
plate dataset. Their method leverages multitask prompting to identify plates in complex scenes
involving multiple vehicles with different colors and models. While effective, their reliance on
model fine-tuning introduces an additional barrier for adoption, as it requires access to training
infrastructure and expertise. In contrast, our approach employs zero-shot prompting with off-the-
shelf VLMs, avoiding the need for retraining and making it easier to adapt and deploy in diverse
ALPR scenarios.

Self-Reflection and Iterative Refinement in VLMs
To further enhance reliability, recent work has explored self-refinement strategies in vision-language
models, allowing the model to verify and correct its own predictions in multi-step processes. For
example, a retrieval-augmented test-time adaptation (RA-TTA) method adaptively retrieves ref-
erence images from a large external database for each query image and uses them to refine the
model’s initial prediction (22). This provides an external visual check on the output by compar-
ing the query with similar images, much like our approach of cross-verifying the VLM’s guess
with a database image of the predicted vehicle. Other approaches focus on internal self-critique,
the R3V framework prompts a multimodal model to reflect on its reasoning chain and refine any
flawed rationale by comparing multiple reasoning candidates (23), which helps the model arrive
at a more accurate answer. In the domain of large language models, the Self-Refine technique has
similarly shown that a model can iteratively improve its outputs by generating an initial response,
then providing feedback on that response and refining it, all without additional training data or su-
pervision (24). Together, these efforts underscore a broader trend in introducing a feedback loop,
whether through external retrieval or internal reflection, which enables vision-language systems to
validate and refine their predictions and leads to more robust and accurate recognition in complex
scenarios.

METHODOLOGY
[SC: this part should be revised to outline the added parts] We first propose our framework for
license plate recogntion in section License Plate Recogntion and then for make and model in
section Model and Make Prediction. In section C, we explain the details of the optional self-
reflection part brifely mentioned in section 4.1.1

License Plate Recogntion
Our proposed framework processes an input video to extract vehicle make, model, and license
plate information through two main stages: (1) Input Processing and (2) VLM Querying, as il-
lustrated in Figure 2. The Input Processing stage (green-shaded box) involves selecting the most
informative and high-quality frames from the video to enhance recognition accuracy while signifi-
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FIGURE 2: Overview of the vision–language pipeline designed for license plate extraction. The
input processing module selects high-quality frames using image quality assessment techniques. In
the VLM querying module, textual descriptions and image data are integrated into a multi-modal
prompt that guides the model toward accurate prediction of license plate information.

cantly reducing the input size to the VLM. In the VLM Querying stage (yellow-shaded box), these
selected frames are paired with carefully engineered textual prompts to form a unified multimodal
input. This input is then passed to a VLM, which interprets both the visual and textual information
to generate license plate.

Input Processing
The goal of the Input Processing stage is to select frames from the input video that are sharp, well-
exposed, informative, and suitable for extracting vehicle information. For example, if a license
plate appears in multiple frames, it suffices to use just one frame that best captures the full license
plate number. This reduces the input size to the VLM by orders of magnitude compared to using
all video frames. Moreover, selecting high-quality frames improves extraction accuracy since poor
quality images may lead to errors such as misreading license plates or predicting incorrect vehicle
types.

To identify the most informative frames from a video, we use two perceptual image qual-
ity metrics: CLIP-IQA (25) and BRISQUE (26). Each scoring method ranks frames based on
perceived quality, allowing us to prioritize frames likely to yield accurate recognition results.

CLIP-IQA is a no-reference image quality assessment metric that leverages CLIP embed-
dings. It computes similarity between an image’s CLIP embedding and a reference quality embed-
ding (e.g., “a high-quality photo” or “a blurry image”) as:

CLIP-IQA(x) = cos( fCLIP(x), fCLIP(tref)) (1)

where fCLIP(·) denotes the CLIP embedding function and tref is a textual prompt representing
good or poor quality. This score captures perceptual similarity and correlates well with human
judgments of image quality (25).

BRISQUE (Blind/Referenceless Image Spatial Quality Evaluator) is a handcrafted feature-
based method that uses natural scene statistics (NSS) in the spatial domain to predict perceived
quality. It models image distortions by extracting statistical features from locally normalized lumi-
nance coefficients and fits them into a support vector regressor trained on human opinion scores.
BRISQUE is effective in assessing common distortions such as noise, blur, and compression arti-
facts without requiring a reference image (26).
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FIGURE 3: an overview of the vision–language pipeline developed for vehicle make and model
recognition. The VLM Querying module follows the same procedure as that employed for license
plate recognition. An additional self-reflection module is incorporated as an optional component
of the pipeline. This module enables the model to reassess its initial prediction by comparing the
query image with retrieved reference images

Vision-Language Model Querying
To extract structured information from selected video frames, we first engineer textual prompts
that specify the attributes or identifiers to be extracted—such as vehicle make, model, or license
plate. This prompt design ensures consistency and clarity across queries. These prompts are
then paired with representative video frames, previously selected for their quality and relevance,
to form a unified multimodal input. This composite input is fed into a VLM, such as GPT-4o
(13) or Llama3.2-vision (14), which jointly interprets the visual content and textual instructions.
The VLM processes this input to produce structured outputs as well as optional natural language
justifications, depending on the prompt specification.

Although vision-language models can produce structured predictions when given high-
quality frames and well-crafted prompts, their initial outputs may still contain errors. This is
especially likely when dealing with vehicles that have visually similar features or when the input
image lacks distinctive details. To enhance prediction reliability, we introduce a self-reflection
mechanism(see Make and Model Prediction Section). This additional stage enables the model to
reconsider its initial output by comparing the query image to a visually similar reference image
retrieved from a curated dataset. In this way, the self-reflection module builds directly on the
earlier stages and improves the overall robustness of the pipeline.

Make and Model Prediction
The proposed framework for Make/Model prediction is depicted in figures 3 the VLM querying
section is the same as for license plate extraction, however, we’re not processing frames to find a
high-quality one, as it’s not predicint make/model is more robust to blurs and occlusion. However,
there’s this optional self-reflection module which we’ll explain in more detail in the subsequent
section.

Self-Reflection Module
To support the self-reflection mechanism, we curated a reference dataset that allows the VLM
to compare its initial prediction against a visually similar ground-truth image. To construct the
dataset, we initiated an image crawling process from the web. As a preprocessing step, we removed
the image backgrounds using the Segment Anything Model (SAM) (27). Since SAM is class-
agnostic and does not take semantic categories as input, we assumed that the central region of each
image contained at least one pixel belonging to the vehicle. We curated a collection of 134 distinct
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FIGURE 4: Overview of the self-reflection mechanism. After the initial VLM prediction, a
retrieved image based on that prediction is used to assess visual similarity. The VLM is then
prompted again to refine its prediction using the retrieved image as reference.

make and model classes. For each image, we applied background removal and converted it to a
black-and-white format. Additionally, vehicles were cropped and resized to ensure a consistent
scale across all samples, facilitating uniform visual comparison.

Given a query image and an initial prompt (see 4.2.2), we first query a VLM to predict the
make and model of the vehicle from a predefined set of options. Based on the initial prediction,
we retrieve the corresponding vehicle image from the reference dataset described in Section 4.2.1.
We then compute the visual similarity between the query image and the retrieved image. This
similarity forms the basis for a self-reflection prompt (see 4.2.3), which explicitly asks the VLM to
compare its initial prediction against the retrieved reference image. If the visual evidence suggests
a mismatch, the VLM is encouraged to revise its prediction. This two-step process allows the
model to refine its output by incorporating visual feedback. The overall methodology is illustrated
in Figure 4.

Initial Prediction Prompt

Based on the given image, determine the make and model of the car from the following
options: {car_options}. Output ONLY a JSON object with keys make and model.

Self-Reflection Prompt

You are shown TWO images merged into one separated by a red bar:
• Left: the query vehicle we must identify.
• Right: a rear-view photo of {guess}
Your previous answer {guess} received a similarity score of {score} (target ≥ {threshold}).
Focus on shape, grille, taillights, and other cues. If they do not match, propose a different
make/model than {guess}. Choose one of these options: {car_options}
Output ONLY the JSON object with keys make and model, no explanations.
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Llama 3.2-vision

Text Prompt

CLIP-IQA

Input video

Output

These are all the same images of a license plate. Each row shows 

one image of the license plate. Can you tell me the license plate? 

Predict at least 6 characters. Do **not** include any special 

characters like colons or dashes. This is EasyOCR output: ([[16, 

87], [215, 87], [215, 155], [16, 155]], '140+9193', 

0.47453217461987773). Return a JSON object with the key 

'license_plate' and the value as the license plate.

Make: Ford

Model: Fusion

License Plate: kvh8370

Prompt

FIGURE 5: The figure illustrates a real-world example of the proposed framework, demonstrating
how high-quality frames are selected, composited, and processed by a Vision-Language Model to
generate structured predictions.

EXPERIMENTAL SETUP
We implemented our framework on an NVIDIA RTX 6000 Ada GPU using the YOLO model from
Li et al. (12), which is fine-tuned for two epochs on approximately 2,500 frames from smartphone
videos for both vehicle and license plate detection tasks.

Data
We evaluate our approach using the UFPR-ALPR dataset (28), which consists of 4,522 images
featuring 150 unique vehicles captured in dynamic camera and vehicle movement scenarios. We
utilize the dataset introduced by Li et al. (12), which includes 24 smartphone videos captured at
60 frames per second using an iPhone 12 from a street-side perspective, totaling approximately
12,300 frames. Each video is annotated with ground truth license plate strings and corresponding
vehicle make and model labels, verified by two independent raters.

To illustrate the end-to-end pipeline, we provide a working example (figure 5) using the
CLIP-IQA metric for frame selection. Given a short video clip of a vehicle in motion, individual
frames are first scored by CLIP-IQA, and the top-ranked frames (e.g., those with sharp, unob-
structed license plates) are selected and composited into a single image. This composite is then
paired with a text prompt (as shown in Figure 5):

This multimodal input is passed to a VLM, specifically Llama 3.2 Vision, which interprets
both the composite image and the prompt to extract structured predictions. The model responds
with multiple plausible candidates.
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Baselines
We explore 24 different configurations by combining methods from three key components of our
pipeline: two frame selection techniques (CLIP-IQA and BRISQUE), four VLMs (GPT-4o (13),
Llama3.2-vision (14), LLaVA (15), and MiniCPM-V (16)), and three distinct prompting strategies
(single call, three options, and three calls).

Frame Selection
To identify the most informative frames from each video, we use two no-reference image quality
assessment metrics: CLIP-IQA and BRISQUE. These methods score each frame based on per-
ceived visual quality, allowing us to prioritize those likely to improve recognition accuracy.

Vision-Language Model
For the recognition task, we evaluate four recent and widely available VLMs: GPT-4o, Llama-3.2-
Vision, LLaVA, and MiniCPM-V. These models were selected due to their strong performance on
multimodal benchmarks and accessibility through open-source release or API endpoints.

Prompting Strategies
We compare three different prompting strategies when querying VLMs:

• Single Call: the VLM is queried once to produce a single best guess.
• Three Options: the VLM is queried once and prompted to return its top three guesses in

a single response.
• Three Calls: the VLM is queried three separate times with the same prompt, and a pre-

diction is considered correct if any of the three outputs match the ground truth.
As a non-VLM baseline, we replicate the pipeline proposed by Li et al. (12), which uses a

fine-tuned YOLO detector followed by EasyOCR for license plate recognition, with post-processing
to select the most frequent prediction.

RESULTS
Table 1 reports zero-shot license–plate recognition accuracy on the UFPR-ALPR benchmark as a
function of the frame-quality metric, VLM, and the prompting strategy.

Independent querying is consistently beneficial, but its impact varies by model capacity.
For the strongest model, GPT-4o, accuracy rises from 83.1% with a single call to 86.4% with
either three options or three calls (using CLIP-IQA), a modest 3-point gain that effectively satu-
rates performance. Mid-tier MiniCPM-V benefits markedly: CLIP-IQA accuracy nearly doubles,
climbing from 28.8% (single call) to 54.2% (three calls). The weakest model, Llava, exhibits only
limited recovery, never surpassing 22%, and even collapses to 0% under the three-option prompt,
suggesting susceptibility to prompt-format changes when the underlying visual grounding is poor.

CLIP-IQA generally produces the highest scores for GPT-4o and MiniCPM-V, whereas
BRISQUE matches or slightly exceeds CLIP-IQA for Llama 3.2-Vision under the three-option
strategy (84.8% for both metrics). No single metric dominates across models, indicating that either
perceptual proxy can serve as an effective pre-filter when paired with a capable VLM.

Table 2 contrasts the influence of the frame-quality metric, the VLM, and the prompting
strategy on smartphone data. For the two strongest VLMs, i.e., GPT-4o and Llama 3.2-Vision,
zero-shot inference already delivers competitive results (83.3% and 91.7%, respectively, when
CLIP-IQA is used), but issuing three independent calls pushes accuracy to 91.7% and 91.7%,
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TABLE 1: Accuracy of license plate recognition on UFPR-ALPR dataset across different VLM
prediction strategies and image quality measures.

Metric Model Single Call Three Options Three Calls

CLIP-IQA

GPT-4o 83.05% (49/59) 86.44% (51/59) 86.44% (51/59)
Llama3.2-vision 66.10% (39/59) 84.75% (50/59) 76.27% (45/59)
Llava 16.95% (10/59) 00.00% (0/59) 20.34% (12/59)
MiniCPM-V 28.81% (17/59) 50.85% (30/59) 54.24% (32/59)

BRISQUE

GPT-4o 77.97% (46/59) 84.75% (50/59) 84.75% (50/59)
Llama3.2-vision 62.71% (37/59) 84.75% (50/59) 69.49% (41/59)
Llava 22.03% (13/59) 00.00% (0/59) 22.03% (13/59)
MiniCPM-V 42.37% (25/59) 44.07% (26/59) 50.85% (30/59)

Baseline (Non-VLM): 46% accuracy reported by Li et al. (12)

TABLE 2: Accuracy of license plate recognition on smartphone dataset across different VLM
prediction strategies and image quality measures.

Metric Model Single Call Three Options Three Calls

CLIP-IQA

GPT-4o 83.33% (20/24) 87.50% (21/24) 91.67% (22/24)
Llama3.2-vision 91.67% (22/24) 91.67% (22/24) 87.50% (21/24)
Llava 25.00% (6/24) 25.00% (6/24) 29.17% (7/24)
MiniCPM-V 54.17% (13/24) 54.17% (13/24) 70.83% (17/24)

BRISQUE

GPT-4o 79.17% (19/24) 87.50% (21/24) 87.50% (19/24)
Llama3.2-vision 87.50% (21/24) 87.50% (21/24) 91.67% (22/24)
Llava 33.33% (8/24) 33.33% (8/24) 33.33% (8/24)
MiniCPM-V 58.33% (14/24) 54.17% (13/24) 79.17% (19/24)

Baseline (Non-VLM): 29.7% top-10 accuracy, reported by Li et al. (12)

reflecting absolute gains of 8–13 percentage points. The mid-tier MiniCPM-V benefits even more
from repetitive calls, climbing from roughly 54–58% with one call to 71–79% after three calls,
while the lowest-performing Llava remains largely insensitive to additional queries (≈25–33%).
Comparing the two frame-quality metrics, CLIP-IQA yields the best score for GPT-4o, whereas
BRISQUE leads for Llama 3.2-Vision; thus, no single metric dominates, but either is sufficient to
drive high performance when paired with a strong VLM.

Table 3 evaluates zero–shot VLM performance on make and make + model recognition un-
der single- and three-calls prompting. For the easier make-only task, the strongest models (Llama
3.2-Vision and GPT-4o) already achieve high accuracy with a single call (75–79%), and issu-
ing three independent calls yields modest absolute gains of 4–5 percentage points, topping out at
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(a) BRISQUE — lowest 10 scores (b) BRISQUE — highest 10 scores

(c) CLIP-IQA — lowest 10 scores (d) CLIP-IQA — highest 10 scores

FIGURE 6: Quality extremes for two image-quality assessors. Top row: BRISQUE; Bottom
row: CLIP-IQA. Each panel shows the 10 lowest- or highest-scoring frames (arranged as a 2×5
grid) for the same vehicle.

TABLE 3: Accuracy of make and make + model predictions on the smartphone dataset across
different VLM strategies.

Model Single Call Three Calls

Make

GPT-4o 75.00% (18/24) 79.17% (19/24)
Llama-3.2-Vision 79.17% (19/24) 83.33% (20/24)
Llava 58.33% (14/24) 58.33% (14/24)
MiniCPM-V 75.00% (18/24) 79.17% (19/24)
Baseline Li et al. (12) 48.60% –

Make + Model

GPT-4o 66.67% (16/24) 70.83% (17/24)
Llama-3.2-Vision 62.50% (15/24) 70.83% (17/24)
Llava 16.67% (4/24) 20.83% (5/24)
MiniCPM-V 20.83% (5/24) 29.17% (7/24)
Baseline Li et al. (12) 16.89% –

83.3% for Llama 3.2-Vision. The mid-tier MiniCPM-V follows the same trend, rising from 75.0%
to 79.2%. By contrast, Llava remains flat at 58.3%, indicating limited benefit from independent
calls when the underlying representation is weak. All four VLMs outperform the traditional CNN
baseline reported by (12) (48.6%), underscoring the advantage of prompt-engineered, zero-shot
inference for coarse vehicle categorisation.

When the task requires simultaneous make and model recognition, accuracy drops for ev-
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ery model, reflecting the added fine-grained visual complexity. Nevertheless, three-call prompting
recovers much of this loss: GPT-4o and Llama 3.2-Vision both reach 70.8%, representing 8- and
4-point improvements, respectively, over their single-call results, while MiniCPM-V climbs from
20.8% to 29.2%. Llava again shows only marginal change (16.7%→20.8%). Importantly, the best
VLM configurations surpass the non-VLM baseline by more than four-fold (70.8% vs. 16.9%),
demonstrating that, even without fine-tuning, contemporary VLMs can deliver state-of-the-art per-
formance on challenging recognition tasks.

Representative examples of both successful and failed predictions are provided in Table 4,
illustrating the strengths and limitations of the proposed framework under varying image condi-
tions.

Figure 7 summarizes the effect of the self-reflection module on make and make+model pre-
diction accuracy. Subfigure 7a shows the results for the smartphone dataset. The self-reflection step
improves accuracy consistently across all evaluated vision–language models, with gains ranging
from approximately four to five percentage points for both make-only and make+model classifica-
tion tasks. This pattern indicates that the mechanism provides a uniform benefit, regardless of the
underlying model architecture.

Subfigure 7b presents the results for the UFPR-ALPR dataset. A similar trend is observed:
each model achieves slightly higher accuracy after the self-reflection step, and the magnitude of
improvement is relatively stable across models. These results suggest that self-reflection system-
atically enhances the reliability of predictions on both datasets, although the improvements remain
modest in size.

Table 5 illustrates individual examples in which the self-reflection process adjusts an initial
misclassification. These cases highlight how comparing the query image against retrieved refer-
ence images can guide the model toward more accurate predictions.

CONCLUSION
This study demonstrates the viability of using vision-language models (VLMs) for robust, end-to-
end license plate and vehicle attribute recognition in unconstrained video settings, such as those
captured by smartphones. By leveraging a unified pipeline that combines object detection, frame
selection through perceptual quality metrics, and prompt-based VLM querying, our method signif-
icantly outperforms traditional approaches, achieving up to 91.7% plate recognition accuracy and
70.83% make/model accuracy. Notably, our zero-shot approach eliminates the need for fine-tuning,
making it more accessible for deployment on resource-limited devices. The results highlight the
potential of open-source VLMs like Llama-3.2-Vision to match proprietary models in accuracy
while enabling on-device processing at zero cost, offering a scalable and flexible solution for fu-
ture intelligent transportation systems.

Limitations
Despite the strong zero-shot performance demonstrated in this study, several limitations remain
that should be considered in future work. The pipeline relies heavily on the quality and represen-
tativeness of the selected frames, and extreme motion blur, severe occlusions, or highly unusual
viewing angles can still undermine both object detection and VLM prompting, leading to mis-
interpretations or hallucinations. While off-the-shelf VLMs eliminate the need for task-specific
training, they may still produce unpredictable errors, particularly when interpreting stylized or
non-standard license plates such as novelty plates or those containing foreign characters that are un-
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FIGURE 7: Comparison of make and make+model prediction accuracy with and without the self-
reflection module. Each pair of bars shows the improvement (or degradation) in performance for a
specific model and dataset after applying self-reflection.

derrepresented in pretraining data. Furthermore, the end-to-end latency and computational require-
ments, although acceptable on high-end GPUs, may pose challenges for deployment on resource-
constrained devices. Batching multiple calls to remote APIs can also introduce variable network
delays and additional costs. Proprietary VLMs such as GPT-4o achieved the highest accuracy in
our experiments, yet their cost may become a significant barrier for large-scale deployments. The
self-reflection mechanism further increases the number of API calls, raising processing costs to
approximately $0.17 for the 24-sample smartphone dataset and $0.42 for the 59-sample UFPR-
ALPR dataset in our evaluation. These figures already reflect one of the most affordable APIs
available, whereas more advanced alternatives such as o1-pro can be up to sixty times more expen-
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sive. Finally, our evaluation is based on two datasets that, while diverse, cannot fully represent the
global variability in license plate designs, lighting conditions, and camera hardware that real-world
citizen enforcement scenarios may encounter.

Future Directions
To address these challenges, future work could explore several avenues. From a systems perspec-
tive, optimizing the pipeline for on-device execution (for example via model quantization, distil-
lation, or pruning) would broaden applicability to smartphones and edge cameras. Expanding our
benchmarks to include publicly available dashcam datasets and international plate collections will
help quantify generalization. Finally, we aim to equip VLMs with self-validation tools, such as
programmatic Google searches or external knowledge APIs, so that when a model’s zero-shot pre-
diction appears implausible (e.g., “Volvo XC60” misread as “Volvo XC90”), it can verify and cor-
rect its output before finalizing the result. Tight integration with enforcement workflows (including
automated database lookups, privacy-preserving logging, and human-in-the-loop verification) will
also be essential to translate these technical advances into real-world safety and compliance gains.
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Vehicle Top-3 plates Prediction Ground truth

JVT5339
Toyota RAV4

JVT5339
Toyota RAV4

KVH8370
Ford Fusion

KVH8370
Ford Fusion

PTX1215
Volvo XC90

PTX1215
Volvo XC60

STH0080
Tesla Model 3

STM0080
Tesla Model 3

TABLE 4: Per-vehicle comparison between predicted outputs and ground-truth annotations. The
second column presents the top three license plate crops (ranked by quality) provided as input to
the model. The first two examples illustrate correct predictions, while the latter two demonstrate
failure cases.
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Composite image Step 1 prediction Step 2 prediction

Nissan
Rogue

Nissan
Rogue Sport

Renault
Sandero

Ford
Fiesta

Citroen
C3

Ford
Ka

TABLE 5: Comparison of initial and revised predictions generated by the self-reflection module.
Each row presents the composite image used in the self-reflection prompt, where the query image
(left) is juxtaposed with the retrieved reference image (right), separated by a red bar. The second
and third columns report the model’s predictions before and after the self-reflection step, respec-
tively.
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